Analytical and experimental studiesin nonlinear structural health monitoring and system identifi...
Wahbeh, Ahmed Mazen

ProQuest Dissertations and Theses; 2003; ProQuest
pg. na

ANALYTICAL AND EXPERIMENTAL STUDIES IN NONLINEAR
STRUCTURAL HEALTH MONITORING AND SYSTEM IDENTIFICATION

by

Ahmed Mazen Wahbeh

A Dissertation Presented to the
FACULTY OF THE GRADUATE SCHOOL
UNIVERSITY OF SOUTHERN CALIFORNIA
In Partial Fulfillment of the
Requirements for the Degree
DOCTOR OF PHILOSOPHY
(CIVIL ENGINEERING)

December 2003

Copyright 2003 Ahmed Mazen Wahbeh

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



UMI Number: 3133349

Copyright 2003 by
Wahbeh, Ahmed Mazen

All rights reserved.

INFORMATION TO USERS

The quality of this reproduction is dependent upon the quality of the copy
submitted. Broken or indistinct print, colored or poor quality illustrations and
photographs, print bleed-through, substandard margins, and improper
alignment can adversely affect reproduction.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also, if unauthorized

copyright material had to be removed, a note will indicate the deletion.

®

UMI

UMI Microform 3133349
Copyright 2004 by ProQuest Information and Learning Company.

All rights reserved. This microform edition is protected against

unauthorized copying under Title 17, United States Code.

ProQuest Information and Learning Company
300 North Zeeb Road
P.O. Box 1346
Ann Arbor, Ml 48106-1346

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



UNIVERSITY OF SOUTHERN CALIFORNIA

THE GRADUATE SCHOOL
UNIVERSITY PARK
LOS ANGELES, CALIFORNIA 90089-1695

This dissertation, written by

Ahmed Mazen -l}\)a\r\be‘f\

under the direction of hﬁ dissertatior_: committee, and
approved by all its members, has been presented to and
accepted by the Director of Graduate and Professional
Programs, in partial fulfillment of the requiremeﬁts for the

degree of
DOCTOR OF PHILOSOPHY

N,

Director

Date December 17, 2003

Dissertation Committee
-3

r
W

rd e 7 .
SO / // %}{f"‘u’"‘

’)/ @4@/ ij%% Chair
—7

Gy | LecnE e

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Acknowledgements

Professor Sami F. Masri has been an advisor like no other. Dr. Masri provided
continuous support and guidance throughout my graduate studies; he helped me
focus on studies related to my professional career, and he has assisted me in
becoming active in technical committees. I would like to thank him for his support,
for being there to discuss educational and professional issues, and for the
opportunities to explore the different directions the research could lead. I would also
like to take this opportunity to show my appreciation to the other members of my
Ph.D. committee, Professors James C. Anderson, John P. Caffrey, Petros A. Toannou,

and L. Carter Welford. It has truly been an inspirational experience.

A very special acknowledgement goes to Professor John P. Caffrey, for his
immeasurable support and the long hours he spent with me during this study. I
would like to thank him for assisting in instrumenting and collecting data from the
Vincent Thomas Bridge, sometimes working past midnight, during the optical

research portion of this research.

Many USC professors, students, and alumni contributed to the amazing experience
of the past years. With this I would like to thank Farzad Tasbihgoo, and Ray Wolfe
for their friendship and support, as well as Elena Kallinikidou for her assistance with
Mathematica. Dr. Robert Nigbor, thank you for your help and for using your

connections to obtain equipment from Kinematrics.

i

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



I am grateful to my parents, Abdulrahim and Shaihizar, for the pride they show me
and their constant support throughout my education. I would also like to

acknowledge my parents-in-law for their encouragement, Leo and Dago Zwinkels.

Most importantly, however, are my wife, Nicole, and my children, Jacob and Jenna
without whom I would not be where I am today. Thank you Nicole for all the time
you have dedicated to helping me complete my Ph.D., and for taking care of things
at home during my absences. Thank you for always being there when I needed you.
I know the sacrifices the entire family has made in order for me to obtain my Ph.D.
degree. For the times, I could not make it to their soccer games, or school events, I

look forward to making my amends.

iii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Contents

Acknowledgements ii
List of Tables vii
List of Figures viii
Abstract XV
Chapter 1: Intreduction 1
T.1T MOtIVALION. ..ot 1
1.2 Background...............occoiiiiiiiiiiiiieii e 4
1.3 Research ObJectiVe.............ocoiviiiiiiiiiiiei e 6
Chapter 2: Integration Algorithm Development and Validation 10
2.1 INtrodUCHON. .......coooiiiiiiii e 10
2.2 Procedure for Obtaining Accurate Displacement Time Histories from
Acceleration Measurements ......................ocoooeoiiiiiiie e 11
2.3 Integration Algorithm..................cc..ooiiiiii e 12
2.3.1 Background...................ccccoueoumvieiieiieieeeeeeeeeeee e 12
2.3.2 Algorithm Development....................cccooeeveeeeeereereveeasresreseeeeeeenenes 13
2.4 Algorithm Verification ... 14
2.4.1 Finite Element VerifiCQtion.......................cooueeeveeeeeeeeeeeeeeeeeveeeeeenens 14
2.4.1.1 Data Input File Generation (Time History).................................. 16
2.4.2 NASTRAN Model Output.................ccoocueeeeeeeeeeeeeeeeeeeeeeeeeeeeeenes 19
2.5  Laboratory Calibration of Integration Method ..................................... 23
2.5.1 INIPOQUCHION.............ooooooeiaeiiieiieeeeeceeeeee et 23
2.6  Data AcQUiSItION................cooieiiiiiiii e e 25
v

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.7 Data REAUCHION ..o i 26
2.8 CONCIUSION ... e e e 27

Chapter 3: A Vision-Based Approach for the Direct Measurement of

Displacements in Vibrating Systems 28
3.1 INtrOQUCHION. ..ottt 28
3.1.1 GPS-Based Monitoring ISSUes ...............c.ccccevcurceeenoueeveecoenccnannennnn 29
3.1.2 Challenges in the Integration of Acceleration Signais.......................... 31
3.1.3  ODBJECHIVES........ccuuonvieiiiiiniiviiniieiiiiiiteie e 31

3 did SCOPC......uoeeeiiiiiiiiiiciicetectt ettt e 32
3.2  Optical Instrumentation System Architecture.........................ocoooeni. 32
3.3  Field Measurements from Vincent Thomas Bridge ................................ 34
3.3.1 Optical InStrumentation....................cccooeeueveeeeesreseeseeseearenieneeaeeneenaens 36
3.3.2 Optical Data Reduction.....................ccccoccveeveeveevocnsenseeneeeniereneeens 36
3.4 DISCUSSION....ccuiiiiiiiiiii et 43
3.5 Summary and Conclusions ... 45
Chapter 4: Vibration-Based Signature Analysis of Dispersed Structures.......... 46
4.1 INtrodUCHION..........oooiiiiiiii e 46
4.2  Vincent Thomas Bridge Description and its Dynamic Monitoring System ....... 47
4.2.1 Description of Sensor LOCALIONS................cccoeeeveeeeeereeeeeeereieneeennnns 49
4.2.2 Retrofit of the Vincent Thomas Bridge.....................cccceeeeeceveveecncnn. 51
4.2.3 Ambient Data and Real-Time Vibration Data Collection...................... 52
4.2.4 Overview of Real-Time System Architecture .........................co.cven...... 53
4241 Bandwidth ... 56
4242 LatenCy.........ccoooiiiiiiiiiii e 57
4.2.5 Real-Time Server Software DescCriDtON....................coooveceeeveeeeeeeeanen. 59
42.6 Real-Time Data Monitoring and Distribution.................................. 60

427 Sample Measurements through Streamer Software of Real-Time System..61

43  Analysis of Earthquake Data Collected through RTM ............................ 64
4.3.1 Measurement of 22 February 2003 Earthquake Response.................... 64
44  Multi-Input-Multi-Output (MIMO) System Identification Technique ......76
4.4.1 Modal frequencies, damping and mode shapes.................................. 82
4.4.2  System Identification of VIB from Big Bear Real-Time data system.....83
4.4.3  Statistical analysis of Ambient Data..........................cccooeeeoveeeeeeeennnn.. 88
4.5  Ambient Vibration Identification of Vincent Thomas Bridge.................... 93
4.5.1 Shifted Window IdentifiCation.......................cooeoeeeoeeeeeeeeeeeeeereeeerann. 94
4.5.2  Probability Density FUNCHORS: ..............c..cccoveeeeeeeeeeeeeieeeeeeeeeeeseeeeeneens 99
4.5.3 Identification Results of M;;”" K;; and M;;”* C;; Marrices................. 101

v

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.5.2 Probability Density FURCHORS: ................cccoivvimiimivniniieiieieeie e 99

4.5.3 Identification Results of M; 1'1 K;; and M, 1'1 C;1 Matrices.................. 101
4.5.4 Mode Shapes ANGIYSIS ..............ccccoooeeveicveriiniiiienieeneeee e 109
4.5.5  DiSCUSSION Of FESUILS.........eooneeeeoiieniiiieiiiieccieciiee e 116
4.6  Optimum number of sensors on the Vincent Thomas Bridge ................. 118
4.6.1 Description of the Finite Flement Model for VIB ..................cc.c...... 118
4.6.2 Description of the FEM analysis on the Vincent Thomas Bridge........ 122
4.6.3 Comparison of the identified results of the FEM schemes .................. 126
4.6.4  DISCUSSION..........coveeiueeieiaatiaeeeceee e eeee e rete e s satt s ee s esaae e 132
47 CONCIUSION ..ot 133
Chapter 5: Frequency Response Method 135
5.1 INtroduCtion........ccoocooiiiiiiiii e 135
5.2 Background Frequency Response Excitation Relation for Linear Time —
Invariant SYSEeMS...........occooiiiiiiii it 135
5.2.1 Frequency Response Method....................cccccomvveuuineciiinevcnnecnnaeanennns 137
5.3 ADALYSIS oo 138
5.3.1 Description of Modal Frequency Analysis ..................cccocveeuecevennnne. 139
5.3.2 Validation of the FEM ..............cccccccooioiianoomniiiainiieniianecieenaeeeeenan 142
5.3.3 Description of the Case SHUAIes .................cccccccceevvmvccueesvenecearienennn 144
5.4 DISCUSSIONS ....ooooiiiiiiiiiiiiitieic ettt 145
5.5 ConClUSIONS. ........coouiiiiiiiiiiiie e 148
Chapter 6: Conclusions 149
6.1  Recommendation for Future Research........................................... 152
References 156
vi

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Tables

Table 2.1: TSt SEL UPS ...covviieiiiiiiiie ettt e et e e e 26

Table 4.1: Location and direction of instrumentation on the Vincent Thomas
Bridge. ..o e 51

Table 4.2: Comparison between various internet connections. ................................ 58

Table 4.3: Summary of shorthand notations for the identified system matrices. ....... 79

Table 4.4: Sample output of M™;; Cyy matrix (15 by 15). ..o 84
Table 4.5: Sample output of M1} Ky; matrix (15 bY 15)....ovoveoeeeereeeoeee 85
Table 4.6: Comparison between other research studies for earthquake records. ....... 86

Table 4.7: Comparison of effects of different frequency cut-off of the Big Bear
2003 earthquake record. ..., 87

Table 4.8: Comparison research studies of ambient vibration records..................... 88

Table 4.9: Corresponding NASTRAN frequency results for the above shown
mode Shapes. ... 116

Table 4.10: Corresponding MIMO identification method frequency values for the
above mentioned mode shapes. ... 117

vii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Figures

Figure 2.1: Flowchart of the integration algorithm structure................................. 14
Figure 2.2: (a) Three-mass system, (b) four-mass System. ............................ 15
Figure 2.3: Close-up of random loading number. ... 17

Figure 2.4: Time history after forward FFT and before high frequency truncation...17

Figure 2.5: Time history after FFT and 30Hz truncation................c.ccocoeininininns 18
Figure 2.6: NASTRAN time history input file........................... 18
Figure 2.7: Close-up of time history after FFT filtering. ..................................... 19
Figure 2.8: Acceleration output of the three-mass system and close-up. .................. 20
Figure 2.9: Velocity output of the three-mass system and close-up.......................... 20
Figure 2.10: Displacement output of the three-mass system and close-up................. 20
Figure 2.11: Acceleration output of the four-mass system with close-up. ............... 21
Figure 2.12: Velocity output of the four-mass system and close-up........................ 21
Figure 2.13: Displacement output of the four-mass system and close-up. ................ 21

viil

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 2.14: Close-up comparison of the output of the double-integration of
acceleration data (displacement) versus output of the FEM for the 3-mass
SYSTRIIL. ...ttt ettt 22

Figure 2.15: Close-up comparison output of double-integration of acceleration

data (displacement) versus output of the FEM for the 4-mass system. .......... 22
Figure 2.16: Photograph of K-2 instrument. ..................ccooooiiiiiiec 24
Figure 2.17: Close-up picture of the internal accelerometer of the K-2.................... 24
Figure 2.18: Calibration test set-up at the USC large shake table............................. 25

Figure 2.19: Comparison between the shaker table LVDT and integrated
acceleration data from the K-2 inStrument. .............cccoooomemeemieceeeeee 27

Figure 3.1: Schematic view of the test bridge optical instrumentation system. ......... 33

Figure 3.2: Schematic view of optical targets and placement of LED’s on test

DIIAGE. ... 34
Figure 3.3: VTB sensor I0Cations. ............ccooceeiiiiiiiiiic e 35
Figure 3.4: Close-up of targets used in the optical calibration study. ..................... 36
Figure 3.5: High intensity red light after filtering and processing. ........................ 39
Figure 3.6: Nonlinear Guassian curve fit of high intensity red............................... 40
Figure 3.7: The two red calibration lights with pre-determined distance. ................. 41

ix

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.8: Displacement data of the center bridge optical data after signal

PIOCESSIT. ...oouiietiiieicent ettt 42
Figure 3.9: FFT of center optical data. ... 43
Figure 4.1: Schematic of sensor locations. ... 50
Figure 4.2: Real time monitoring system flow diagram................................. 58
Figure 4.3: AcCeleration SCIEEIL.............cccoviiiiiiiiiiiic e 61
Figure 4.4: Trigger selection and filtering screen ... 61

Figure 4.5a,b: (a) FFT of channels 15 and 17 and transfer function between
15 and 17. (b) Showing short-term and long-term rms levels of selected
channels. ..................... ettt 63

Figure 4.6: Sample Quick Analysis Results showing cross-correlation function
between two data channels 15 and 17. ... 64

Figure 4.7: Geographical location of Big Bear Earthquake epicenter with respect
to Long Beach where VIB 1s located. ... 65

Figure 4.8a: Acceleration time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake (only channels 1 through 14 shown in this figure). ....66

Figure 4.8b: Acceleration time histories of all 26 data channels recorded during
the 22 Feb 2003 earthquake, (the remaining channels 15 through 26 are
shown in this figUIe). ... 67

Figure 4.9: Sample acceleration records measured at VIB base (LHS) column and
its deck (RHS column) during the 22 Feb 2003 earthquake. Plot units are
(CIIVSE). oo 68

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 4.10a: Velocity time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake (only channels 1 through 14 are shown in this
FIGUTE). ...ttt 69

Figure 4.10b: Velocity time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake (the remaining channels are shown in this figure,
channels 15 through 26). ... 70

Figure 4.11a: Displacement time histories of all 26 data channels recorded during
the 22 Feb 2003 earthquake (only channels 1 through 14 are shown in this
FIGUIE). ..ot 71

Figure 4.11b: Displacement time histories of all 26 data channels recorded during
the 22 Feb 2003 earthquake (the remaining channels 15 through 26 are
shown in this figUre). ...........occoooiii i 72

Figure 4.12: Comparison of velocities between base and deck locations. Time
(Seconds) versus Velocity (Cm/S€C). .......ccoooiiiiiiiiiiiiiie e 73

Figure 4.13: Comparison of displacements between base and deck locations.
Time (Seconds) versus Displacement (Cm)................ccccoeoiiviieniiiir e, 74

Figure 4.14: FFT of Acceleration for the VTB base vs. deck........................co.. 75

Figure 4.15: Identification Results, pdf of 5% Noise-Pollution Level, dotted line is
estimated pdyf, solid line exact Gaussian distribution (Agbabian et al, 1990). ...89

Figure 4.16: Comparison of k; pdf at 5% noise, solid line indicates nominal value,
dashed line 10% reduction, dot-dash line 25%, dotted line 50% reduction in
ks (Agbabian, 1990). ... 91

Figure 4.17: Comparison between the normalized first recorded hour of all
element of M ~;; C;; and M, K;; matrices with respect to the entire
recorded data....................oooiiiiiii e 97

xi

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 4.18: Comparison between the normalized first recorded hour of all
element of M !;; C;; and M;;”" K;; matrices with respect to the entire
1€COTAEd dATA. ... o8

Figure 4.19: Comparison between histograms and corresponding pdf with the
same mean and variance for 1-hour and 97-hour. ... 100

Figure 4.20: Comparison between the pdfs for 12-hour selected periods................ 102

Figure 4.21: Comparison of pdf for element M'K[6,6] of different length of
24.a0d 48 NOUTS. ...ttt 103

Figure 4.22; Comparison of pdf for element M"'K[12,6] of different length of
24 a0d A8 MOUTS. ..o 104

Figure 4.23: Comparison of pdjf for element M"'K[13,13] of different length
0f 24 and 48 hOUTS. ..o 105

Figure 4.24: Comparison of pdf of element M™' C[6,6] for 24-hour and 48-hour.... 106
Figure 4.25: Comparison of pdf of element M™* C[12,6] for 24-hour and 48-hour..107

Figure 4.26: Comparison of pdf of element M' C[13,13] for 24-hour and
AB-HOUL. ... 108

Figure 4.27: The identified mode shapes results for 07:45 a.m. until 08:45 a.m....113

Figure 4.28: The identified mode shapes results for 11:45 am. until 12:45 p.m....114

Figure 4.29: The identified mode shapes results for 04:45 p.m. until 05:45 p.m. ..115

xii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 4.30: Deck sensors location of the FEM of the VIB model. The upper
sensors record only vertical motions, while the lower ones records both
vertical and lateral MOtIONS. .............ccooovieiiiiii e 123

Figure 4.31: Roving method for 9 channels. The upper sensors record vertical
motions only, while the lower sensors record both vertical and lateral
INOTIONIS. .....oeeieeeee it et e et a et e et e et e et e e s e e e 124

Figure 4.32: Roving method for 18 channels. The upper sensors record vertical
motion only, while the lower sensors record both vertical and lateral
111707401 1L ST U U USSP RS OR PP PP RURPRRRPPON 125

Figure 4.33: Roving method for 36 channels. The upper sensors record vertical
motion only, while the lower sensors record both vertical and lateral

TIOTIOMIS. .....eiiette et ettt et e et ettt e eat e e e e e 125
Figure 4.34a: Results of 9 roving channels throughout the deck. .......................... 127
Figure 4.34b: Results of the 9 roving channels throughout the deck. ..................... 128
Figure 4.35a: Resulfs of the 18 roving channels throughout the deck.................... 129

Figure 4.35b: Results of the remaining 18 roving channels throughout the deck....130

Figure 4.36: Results of the 36 roving channels throughout the deck. ..................... 131

Figure 5.1: Schematic Presentation of Excitation-Response Relation. .................. 136

Figure 5.2: Comparison between the FFT of the impulse response and the

frequency response method. .......................... 143
Figure 5.3: Finite Element Model of the Vincent Thomas Bridge......................... 144
xiii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 5.4: Loading scheme of the bridge deck. ... 145

Figure 5.5: Selected nodes on the bridge deck...................ccooooiiiiiiii 146

Figure 5.6: Comparison of the normalized error area of the transfer function of
nodes along the bridge deck. ... 148

Figure 6.1: Schematic locations of the recommended additional vision-based
MOMIEOTIIE. .....oioiiiiii ettt et e e 154

Xiv

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Abstract

The research results reported herein consisted of a sequence of analytical,
experimental, and field studies involving basic issues that are widely encountered in
the field implementation of structural health monitoring (SHM) approaches based on

vibration signature analysis. Specifically:

(1) an accurate signal processing procedure was developed and calibrated for
obtaining accurate velocity and displacement time history records from
corresponding acceleration records containing low-frequency components
typically encountered in the response of extended civil structures such as

long-span bridges;

(2) a study was conducted to develop, calibrate, implement and evaluate the
feasibility of a novel vision-based approach for obtaining direct measurement
of the absolute displacement time history at selected locations in dispersed

civil infrastructure systems such as long-span bridges;
(3) a previously-developed time-domain system identification approach for
obtaining reduced-order multi-input/multi-output models was applied to a

large data set of acceleration measurements collected from the extensive

instrumentation network installed at the Vincent Thomas Bridge in the Los

XV
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Angeles metropolitan region, through the use of a recently installed real-time

structural health monitoring system;

(4) and an investigation was performed with synthetic response data from a
refined finite element model of the Vincent Thomas Bridge to evaluate the
improvement in damage detection accuracy provided by the use of forced
excitations, of known magnitude, in conjunction with dimensionless

measures of the system’s transfer function.

Results of the research indicate that while there are potentially powerful tools that
can be used to acquire, process, and analyze vibration response measurements from
dispersed civil structures such as bridges, the lack of sufficiently dense sensor spatial
resolution, coupled with the fact that significant analysis errors are introduced by
relying solely on ambient response measures (as opposed to forced vibration tests),
pose serious handicaps to the reliable implementation of the SHM. However, with
the increasing availability of dense sensor arrays, and the utilization of forced
vibration tests on target structures, more reliable structural health monitoring

strategies will likely evolve in the near future.

xvi
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Chapter 1

Introduction

1.1 Motivation

In recent years the field of system identification of large structures has been an area
of increasing interest in civil structures. There is an explosive growth in technical
meetings, workshops and conferences addressing aspects of Structural Health
Monitoring (SHM) and being held worldwide at an increasing frequency. This attests
to both the importance and breadth of this field, as well as to the abundance of
technical hurdles that await investigation and resolution before the full potential of
this promising methodology can be exploited by maintenance personnel charged
with assessing the condition of dispersed civil infrastructure systems such as bridges.
The first international workshop focusing on the use of advance technology for
nondestructive evaluation for the performance of civil structures was convened in
1987 under the auspices of the US National Science Foundation (Agbabian and
Masri, 1988). Since then, numerous national and international meetings have been
held to deal with various aspects of this broad, interdisciplinary field of Structural
Health Monitoring (SHM). Information concerning some notable conferences,
meetings and papers focusing on SHM are available in the publications of Agbabian
et al (1987), Natke and Yao (1988), Housner and Masri (1990), Housner et al (1992),
Housner and Masri (1993), Natke et al (1993), Szewezyk and Hajela (1994),

Housner et al (1995), Chen (1996), Doebling et al (1996), Housner and Masri (1996),
1
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Housner and Kobori (1996), Masri et al (1996),Audenino and Belingardi (1996),
Housner et al (1997), Chang (1997), Casciati and Magonette (2000), Smyth et al
(2000), Smyth and Masri (2001), Chang (2001), Casciati (2002), Wolfe at al (2002),

Chang et al (2002), IABMAS (2002), ICANCEER (2002), and Chang (2003).

New technologies using system identification can assist in satisfying the need to
effectively improve the long-term maintenance of critical transportation structures
such as large bridges. A relatively new tool, vibration-based signature analysis
through system identification, holds promise in identifying degradation or damage in
a structure prior to serious consequences, and therefore could be part of a

preventative maintenance program.

One of the main problems to be solved, among the numerous challenges to be
overcome, is the accurate measurement of the time history of the three-dimensional
deformations of complex structures such as flexible bridges, at many locations and
orientations, in order to define the evolving (time varying) nature of the structural
deformation field of the bridge and its sub-components (such as cable stays, etc).

The following summarizes some of the historical development in the SHM field.

Structural Health Monitoring, in the context of a civil structure, is the use of
vibration measurements (continuous or periodic) to characterize the global physical
properties and to look for changes in these properties, which might indicate

degradation or damage. For smaller structures, one can induce vibration through the
2
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use of vibration generators; for larger structures, one must realistically rely upon
existing ambient vibration from wind and traffic. SHM techniques also have
practical applications in the automotive and aerospace industries where dimensions
are smaller, operating lives are shorter, and products are of standard designs.
Although there is much research on SHM in civil engineering, there are a few
practical applications. Some applications to large transportation structures include
Roberts et. al., (2000) performed a study to monitor the movement of the Humber
Bridge, the third longest suspension bridge in the world, Farrar and Doebling (1999,
1997), Farrar et al (1997), Abdel-Ghaffar and Housner (1977), and Rainers and Selst

(1976) performed dynamic analysis of the Loins’ Gate suspension bridge in Canada.

System identification is accomplished through a systematic procedure to improve the
mathematical model of the dynamic system of intend. In order to achieve such
improvements, actual test data from the system is collected and analyzed. To have a
relatively accurate model, the collected data, including acceleration response,
velocity and displacement must be accurately obtained both in amplitude and phase.
In most system identifications studies, only acceleration is measured and the velocity
and displacement are then derived by integration. The measured and derived data
are then used in obtaining the system properties and analyzing any changes the

system might have observed.
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1.2 Background

There are basically three broad types of identification methods: modal parameter,
structural-model parameter, and control-model type. The first and second models are
used in structural engineering, whereas the control model identification is used for

control-type application, such as the active control of flexible structures.

Methods have been developed in the past decade for studying the active control of
flexible structures in the aerospace field, and they are applicable to civil structures.
Most of these methods involve similar proving steps consisting of modeling, systems
identification, controller designs and verification tests. In both the aerospace and
civil engineering fields the most commonly used method in modeling is the finite
element method. The finite element model is a well-established method for
providing a model useful for structural design analysis. The aerospace industry has
adopted additional measures to develop more accurate methods for designing their
structures. For instance, once the structure is built, both static and dynamic tests are
usually performed in order to establish a mathematical model that characterizes the
dynamics of the system. Then, the established mathematical model is used to
calibrate the finite element model in order to obtain more accurate models. This type
of procedure is referred to as a “closed-loop” system, which involves performing
closed-loop dynamic tests. This system identification approach could be

implemented in conjunction with civil engineering structures as well.
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The major advantage of using system identification for modeling purposes is the
improvement of the fidelity of the finite element model of the structure. It has been
shown that finite element models of structures maybe incorrect by as much as 10%
even in the low frequency range. These inaccuracies are attributed to several factors
in finite element models, such as the approximations made in the discretization, mis-
modeling of structural elements, differences in materials properties, inaccuracy of
dimensions, and lack of convergence of the numerical model. Therefore, identified
models from experimental measurements are more accurate than the finite element
method in providing matches to observations, since the identification method is

usually as low as 1% inaccurate in low frequency ranges.

In performing structural system identification, it is important to have a clear purpose
of the identification task in mind. For example, in a design control strategy, the
ultimate goal is to meet specific performance criteria. Therefore the identification
task is to provide a model that will suffice for the input and output of the design.
However, the main interest in model testing is to analyze the dynamic properties of
the system such as stiffness, damping, frequencies, etc, in which the locations of the
actuators are chosen to excite the structural modes of interest, while the location of
the sensors measure the structural models of interest. It should always be kept in

mind that the purpose of system identification dictates the identification process.
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Basically there are six steps for performing system identification for complex

structures. These steps are summarized as follows:

1. Develop an analytical model of the structure.

2. Establish the common structural dynamic response of the system
based on the excitation source utilizing the analytical model.

3. Establish the instrumentation requirement that will provide the
required accuracy and spatial resolution for the system.

4, Develop an experimental protocol and record the experimental data.

5. Apply suitable system identification techniques to identify specific
characteristics of interest such as input/output relationship, degree of
nonlinearity, etc. The system matrices and/or model parameters
describe the characteristics of the structure.

6. Feedback the model and/or structure the results of the identified

model to refine the analytical model and possibly redesign.

1.3  Research Objective

The objective of this research is to develop a broad foundation for integrating
together innovative structural health monitoring and structural control concepts
aimed at extending the life of civil structures, and accurately assessing the condition

of a structure immediately after a hazardous event.
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There is significant need for an accurate dynamic model for structures in the civil
engineering field. Structural control monitoring and damage detection is currently
an active research area. Significant amounts of research in damage detection and
system identification work have been performed on structures subject to ambient
excitation. Because most of these studies have been performed on relatively small
highway overpass bridges and multi-story buildings, there is strong motivation to
validate damage detection methods on a large-scale structure such as a long-span
suspension bridge excited by multiple inputs during ambient vibration. This study
poses several challenging issues for performing system identification where the
structure input is of very small magnitude, and with measurements from a sensor

array with low spatial resolution.

In this section, signature-based system identification will be explored not only with
regard to dynamic response modeling capabilities, but also for its usefulness in
damage detection. The effectiveness of the method is studied by analyzing actual
experimental dynamic response data from a large-scale bridge and the finite element

model of a large-scale-bridge.

The main objective of this research is to develop an optimized set of data analysis,
which can be implemented in the field to monitor changes in the properties of large
structures. In order to accomplish this goal, actual physical data were collected from
a large structure; a bridge. In addition, synthetic data were generated from a

complex, large-scale finite element model. The data was used to develop analytical

7
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tools to facilitate vibration signature-based structural monitoring. The Vincent
Thomas Bridge (VTB) was used as the test bed for this research, where a significant
set of data has been collected over the past decade. In January 2003 a real-time
monitoring system was installed at VTB, where data can be collected at any interval

specified by the user. Data collected from the real-time system is acceleration data.

In order to perform a reliable parametric or non-parametric dynamic analysis of a
structural system, the corresponding data must consist of accurate measurements. In
most dynamic analyses the recordings of signals are primarily acceleration records,
and therefore the velocity and displacement are obtained through integration of the
obtained acceleration data. The degree of accuracy of the integrated data depends on
several factors, such as the sampling rate, frequency content of the signal, the length
of the record and the nature of the signal. In order to develop an accurate method of
integrating acceleration data, one must establish a calibration method for such an
algorithm. With the above mentioned in mind, a sequence of tasks was performed to
develop, and calibrate needed data-processing algorithms, and subsequently use the
aforementioned tasks to analyze a voluminous amount of data collected from the

VTB.

Chapter 2 of this study demonstrated a detailed integration algorithm calibration.
The integration algorithm calibration was developed to obtain velocity and
displacement from acceleration data. The algorithm was then validated by utilizing a

finite element method and actual laboratory data. Then the algorithm was validated
8
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with both, acceleration and optical field data collected from the Vincent Thomas
Bridge, as well as ambient vibration measurements. Chapter 3 of this study focused
on further evaluation of the integration algorithm and utilizing the availability of
high-performance vision-based system to develop a monitoring system serving a dual
purpose; first to enhanced surveillance capabilities, and high-fidelity monitoring of
complex deformation of field measuring deformation at selectable locations and
orientations. The other goal of this study was demonstrated in Chapter 4, using the
real-time monitoring system that was installed on the Vincent Thomas Bridge, the
synthetic data to validate the reduced multi-degree-of-freedom (MDOF) model, and
to determine the optimum location and number of sensors needed on a large-structure
via this specific system identification tool. Chapter 5 explored the use of another
identification technique, the transfer function techniques on bridge-like structure.
Finally Chapter 6 presented the conclusions of this research, and further studies

recommendations.
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Chapter 2

Integration Algorithm Development and Validation

2.1 Introduction

In order to perform a reliable dynamic analysis of a structural system on the basis of
experimental measurements, the corresponding data must consist of accurate
measurements. In most dynamic analyses the recorded signals are primarily
acceleration records, and therefore the velocity and displacement are obtained
through integration from the obtained acceleration data. The degree of accuracy of
the integrated data depends on several factors such as the sampling rate, frequency

content of the signal, the length of the record and the nature of the signal.

Furthermore, while in principle one can determine the time history of the
displacements by double-integrating the corresponding acceleration, careful studies
have clearly established that there are some major pitfalls in various signal
processing approaches that can cause significant distortion in the extracted time
histories of the estimated displacements. Detailed discussions of some of these
problems are documented in the work of Worden (1990) and the work of Smyth and
Pei (2000). Consequently, it is essential to develop and calibrate robust procedures
for processing acceleration measurements in order to obtain accurate displacement

signal.

10
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2.2  Procedure for Obtaining Accurate Displacement Time Histories from

Acceleration Measurements

In order to perform a reliable dynamic analysis of a structural system, the
corresponding data must consist of accurate measurements. In most dynamic
analysis the recordings of signals are primarily acceleration records, and therefore
the velocity and displacement are obtained indirectly through integration of the

corresponding acceleration records.

To clarify the discussion, consider the basic form of the velocity and displacement

measurements after integrating the corresponding acceleration:

%= |%dt+c (2.1
x= |idi+ect+d (2.2)

It is obvious from basic physics that, for accurate determination of the velocity and
displacement signals that are obtained through integration of the corresponding
acceleration signals, knowledge of the initial velocity (v¢) and initial displacement
(dp) at the start of the integration interval is needed. The absence of information
about the constants ¢ and d appearing in the equations above can lead to severe
distortion in the integrated records. Further details about the serious challenges that
result from naive application of the above-listed equations to obtain through
integration velocities and displacements from acceleration signals are discussed in

the work of Smyth and Pei (2000).

11
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In the above mentioned equations, ¢ is a spurious mean level that becomes the linear
ramp function in the estimated displacement. This spurious mean level can be
removed through mean removal and data de-trending. In theory, if the initial
conditions at both x and x are zero, then the integration constants ¢ and d will be zero.
However in the real world the spurious low frequency error still exists within the

integrated signals even after removing the mean and de-trending.

The most common method for obtaining velocities and displacements through
integration of acceleration records involves filtering the low-frequency content from
the data in order to reduce the effects of (usually) unimportant low-frequency
components. However, this operation has to be done with care so as not to filter out
significant low frequency components which become more important as the structure
becomes larger and more dispersed. This is precisely the situation that is

encountered in the monitoring of long-span flexible bridges.

2.3  Integration Algorithm

2.3.1 Background

There are several time-domain recursive integration techniques available for
integrating time-domain data. The Trapezoidal method is the one utilized in this

study. The method can be summarized in the following equation:

12
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v, =V, +§(ai_] -a,) (2.3)

!

d =d, +%(v,._l -v,) 2.4

1

One can not avoid some sort of noise in digitized acceleration data either from
resolution error such as truncation, or from background electrical noise in the data
acquisition circuitry. The presence of this low- frequency noise is significantly
amplified through integration. Low-frequency spectral content is very critical in
civil engineering structures. Thus, this type of magnification disturbances could
cause a significant complication in data analysis, and system identification

procedures for these structures.

2.3.2 Algorithm Development

The integration algorithm utilizes the trapezoidal integration technique. Usually the
input is a time series of acceleration data, either recorded by instrument or a
synthetic data generated from a mathematical model. The acceleration data needs to

be integrated once to get velocity and once again to obtain displacement.

In order to reduce the errors in the integration procedure due to the missing
information concerning the initial conditions, the algorithm whose flowchart is
shown in Figure 2.1 was developed and successfully applied here to obtain fairly

accurate estimates of the integrated velocities and displacements. An important

13
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requirement for accurate data processing is that the acceleration record duration be
much longer than the longest characteristic period of interest. As can be seen from
Figure 2.1, the main steps in the algorithm are a two-level sequence of band-pass

filtering, integration, and de-trending.

Integration
Algorithm

\
Data Record whose length 7,4
>> T, with df << T, where T} is
the fundamental period of the

A

Band-pass filter the Integrate the acceleration
acceleration record > once to obtain the
between 0.05 — 30 corresponding velocity
A
Integrate the velocity once Band-pass filter the
to obtain the corresponding < velocity record between
displacement record. 0.05 -30 Hz.

Figure 2.1: Flowchart of the integration algorithm structure.

2.4  Algorithm Verification

2.4.1 Finite Element Verification

In order to evaluate the integration approach developed in this study, a finite element

model was developed to generate synthetic data utilizing the NASTRAN program.
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To add realism to the simulation, and in order to generate relatively noise-free data
and noisy data, two separate finite element models were analyzed. The first model
was a three-degree of freedom system with equal stiffness, masses and damping of
two percent (2%). The second analysis was performed on a four-mass system with
the fourth mass acting as a high frequency oscillator, since the force was applied at

the third mass. Figure 2.1 (a, b) shows the schematic for these two systems.

v

Vo

ki
k2
k3
| |
2444 a4
(a) (b)

Figure 2.2: (a) Three-mass system, (b) four-mass System.

It was assumed that the masses equal one unit, while the stiffness was calculated

from the modal analysis of the system utilizing the NASTRAN program. Based on
15
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these eigenvalues, each of the stiffness coefficients, k, was calculated to be 1216
Ib/in for the three-mass system and 1427 1b/in for the four-mass system. A two
percent damping was utilized in order to realistic oscillation. The damping
coefficient, ¢, was calculated to be 1.395 for the three-mass system and 35.530 for
the four-mass system. The time history input file is the excitation force function,
(¥, applied at locations shown in above Figure 2.2. The following section describes

the signal processing of this input function.

2.4.1.1 Data Input File Generation (Time History)

In order to run the finite element method, a time history file needed to be generated
for the input. The following summarizes the steps used to generate the input time
history file:

o Time step at 0.005 (At = 0.005) which is equivalent to 200 Hz frequency.

e Number of samples: 200 samples per second.

e Nyquist frequency of 100 Hz.

e Numbers stored in array of 200,000 samples.

e A forward FFT was performed (time to frequency dén1ain).

e The FFT was truncated by removing frequencies higher than 30 Hz.

e Aninverse FFT was performed.

e Finally, the DC component was removed (de-meaned) and data was

stored in NASTRAN table form.

16
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Figures 2.3 through 2.7 highlight steps of the generation of the time history discussed
above.

200

100 N

Acceleration (in/sec*2)
o

o R

-200

500 501
Time (sec)

Figure 2.3: Close-up of random loading number.
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Figure 2.4: Time history after forward FFT and before high frequency truncation.
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Figure 2.5: Time history after FFT and 30Hz truncation.
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Figure 2.6: NASTRAN time history input file.
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Figure 2.7: Close-up of time history after FFT filtering.

2.4.2 NASTRAN Model Output

Based on the input file and the identified properties of each system, NASTRAN
calculates the corresponding acceleration, velocity and displacement of the two
systems. The finite element program NASTRAN utilizes a direct integration
method, which is essentially a central difference approximation for all output. The
next step of the verification analysis was to obtain the acceleration, velocity and
displacement from the NASTRAN model for both structural systems, and then
compare them with the integrated acceleration data of the NASTRAN output. The

following figure shows the output for both the three-mass system and the four-mass

system.
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Figure 2.8: Acceleration output of the three-mass system and close-up.
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Figure 2.9: Velocity output of the three-mass system and close-up.
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Figure 2.10: Displacement output of the three-mass system and close-up.
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Figure 2.11: Acceleration output of the four-mass system with close-up.
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Figure 2.12: Velocity output of the four-mass system and close-up.
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Figure 2.13: Displacement output of the four-mass system and close-up.

The next figures show the output comparison between the Finite Element Models
and the integration algorithm. Only close-ups segments are presented in order to

illustrate the good accuracy of the integration algorithm.
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Figure 2.14: Close-up comparison of the output of the double-integration of
acceleration data (displacement) versus output of the FEM for the 3-mass system.
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Figure 2.15: Close-up comparison output of double-integration of acceleration data
(displacement) versus output of the FEM for the 4-mass system.
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2.5  Laboratory Calibration of Integration Method

2.5.1 Introduction

The main objective of the following analysis is to validate the accuracy of the
integration algorithm, and compare it to the output of a commonly used instrument,
the Kinemetrics K-2, which was used in the data collection for the forced and
ambient motions. The integrated acceleration will be compared to the corresponding

measured displacement.

For a more realistic calibration study of the integration algorithm under discussion, a
broad-band force-balance-accelerometer with a wide dynamic range was used to
obtain acceleration measurements on a shaking table. A photograph of the sensor (K-
2 accelerometer made by Kinemetrics) is shown in Figure 2.16. The K-2 utilizes 19-
bits of resolution and a high dynamic range of 110 db. The internal sensor is an
EpiSensor, a force-balance-accelerometer. Some of its important features are its low
noise, and extended bandwidth from DC to 200Hz. The K-2 unit consists of three
EpiSensor force-balance-accelerometer modules mounted orthogonally, with full
scale recording ranges from +/- 0.25 to +/- 4 g as shown in Figure 2.17. It samples
acceleration measurements at the rate of 200 Hz; hence, the data has a Nyquist

frequency of 100 Hz, well beyond the 30 Hz cutoff frequency of interest in civil

structures.
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Figure 2.17: Close-up picture of the internal accelerometer of the K-2.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

24



2.6 Data Acquisition

The K-2 device records the data on an internal PC card. The data is then transferred
to ASCII format. All data collected was in volts and had to be converted to
acceleration. The test set-up consisted of mounting the K-2 device on the University

of Southern California (USC) shake table as shown in the following figure.

Figure 2.18: Calibration test set-up at the USC large shake table.

The test parameters were carefully determined prior to performing this study. The

following table shows the description of these tests:

25
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Test Frequency | Disp. | Sample | Duration
Number (Hz) (in.) Rate of Test

(+-) (sps) (min.)

1 0.1 0.75 100 15
2 0.1 0.75 200 15
3 0.24 0.75 100 15
4 0.24 0.75 200 30
5 0.5 0.75 200 30
6 0.7 0.75 200 30

Table 2.1: Test set ups

2.7 Data Reduction

The recorded data from the K-2 was stored in an EVT proprietary compressed
format. The K-2 data was converted to digital computer format by software
provided by Kinemetrics. The digitization rate was at a rate of 100 and 200 equally
spaced points per second, which resulted in a Nyquist frequency of 50 and 100 Hz
respectively, which is well above the lowest frequencies being considered. The

length of the records ranged from 900 seconds to 1800 seconds.

The integration algorithm was performed on all collected sets of data. This
calibration method showed that the K-2 instrument was 100 percent accurate in

relation to displacement.

26
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2.8 Conclusion

This detailed study demonstrated both the validity of the integration algorithm and
the accuracy of the measuring devices. The double integrated K-2 device
acceleration data (displacement) resulted in excellent accuracy as compared to the
linear variable-differential transformers (LVDT) measured displacement of +/- 0.75
inch from the shake table. A comparison of the measured shaker displacement
obtained by means of LVDTs and the doubly-integrated acceleration record is shown
in Figure 2.19. This again demonstrates the excellent accuracy of the integration

algorithm under discussion.

Comparison of K-2 vs. LVDT

Displacement (inch)
(=]
1

Time (Seconds)

Figure 2.19: Comparison between the shaker table LVDT and integrated acceleration
data from the K-2 instrument.
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Chapter 3

A Vision-Based Approach for the Direct Measurement of

Displacements in Vibrating Systems

3.1 Introduction

One of the main problems to be resolved, among the numerous practical issues in the
field of SHM to be overcome, is the accurate measurement of the time history of the
three-dimensional deformations of complex structures, such as flexible bridges, at
many locations and orientations, in order to define the evolving (time varying) nature
of the structural deformation field of the bridge and its sub-components (such as
cable stays, etc). The increasing availability of high-performance vision-based
systems, at affordable cost, provides the potential for developing an adaptable/re-
configurable monitoring systems that serve a dual purpose: enhanced surveillance
capabilities and high-fidelity monitoring of complex deformation field measured at

selectable locations and orientations (Wahbeh et al, 2003).

The benefit of collecting ambient vibration data for determining the response of a
large civil infrastructure is that this information can then be easily utilized in
determining changes or damage which might occur to the structure, and hence
improve the maintenance options. The ambient response data becomes the basis for

an analysis of the performance of the structure via several system identification
28
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methods. Methods of determining the displacement optically may be utilized either
as a verification method or for direct measurements for further system identification

techniques.

Structural response information due to the effects of dynamic loads on dispersed
civil infrastructure systems is vital to accurately evaluating the structural integrity of
such systems. Conventional monitoring instruments such as accelerometers,
LVDTs, and global positioning systems (GPS) have various practical limitations in
obtaining accurate data from the three-dimensional motions at many locations.
However, vision-based methods have demonstrated promising results in both
laboratory and field experiments. Vision-based approaches offer the potential of

both high spatial and temporal resolution.

Notable contributions to research in the field of vision-based sensors include the
work of Fraser and Riedel (1995), Olaszek (1999), and Woodhouse et al (1999),
Fraser and Riedel (2000),who have demonstrated some of the capabilities of vision-

based method in structural monitoring.

3.1.1 GPS-Based Monitoring Issues

Another method that holds promise in structural monitoring is the GPS. This method
has also been the focus of research, including the monitoring of structural

deformation at Pacoima Dam, California using continuous GPS (Behr et al, 1998,
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Celebi 1999). Nakamura (2000) performed a study utilizing Global Positioning
System (GPS) to measure displacement in a suspension bridge due to wind induced
excitation. Roberts and Dodson (1998) performed a study to monitor the movement
of the Humber Bridge, the third longest suspension bridge in the world. Hyzak et al
(1997), Teague et al (1995) and Celebi and Sandli (2002) all studied the effects of

utilizing GPS for measuring displacement on structures.

However the use of GPS to track displacements of dispersed civil infrastructures
such as bridges has some limitations. The main concept behind GPS lies in
computing the distance between the satellite and its receivers. Most of the published
studies of GPS have shown that it has an accuracy of about +/- 1cm in the horizontal
direction and +/- 2 cm in the vertical direction. The cost of high-accuracy and high
sampling rate GPS-based tracking is significantly more than vision-based
approaches. In addition it has been shown in a field study by Wieser and Brunner
(2002), that GPS is not practical for measuring bridge deck movement due to the
multi-passing and diffraction effects associated with cables, which could result in
several centimeters of variance. It is also known that multi-path issues are the major
source of error in GPS, and significant research is being focused on this area.
Another area of limitation in GPS capability studied in the context of bridges is the
effect of atmospheric phenomena. Research in this area has shown that, if the
residual tropospheric delay is not properly modeled, it could introduce several
centimeters of positioning error. Atmospheric effects, such as ionospheric delay, are

the main impact factors when single frequency GPS receivers are used. Work on fast
30
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integer ambiguity resolution is still in progress to further improve the accuracy and
resolution of this method (Roberts and Dodson, 1998). Also it was noted that the
visibility and geometry of the satellite constellation during the observation periods
has a negative influence on the quality of measurements. This is a major concern
regarding the use of GPS if the sky view of the sensors is obstructed by tall

buildings, trees, or mountainous terrain (Knecht and Manetti, 2001).

3.1.2 Challenges in the Integration of Acceleration Signals

Furthermore, while in principle one can determine the time history of the
displacements by double-integrating the corresponding accelerations (which can be
conveniently measured by conventional accelerometers), careful studies have clearly
established that there are some major pitfalls in various digital signal processing
approaches that can cause significant distortion in the extracted time histories of the
estimated displacements. Detailed discussions of some of these problems are
documented in the work of Worden (1990) and the work of Smyth and Pei (2001).
Consequently, it is essential to develop and calibrate robust procedures for
processing acceleration measurements in order to obtain accurate displacement

signals.

3.1.3 Objectives

The goal of this study was to evaluate the feasibility and determine practical

implementation issues related to the deployment of a vision-based sensor system for
31
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the direct measurement of displacement time histories of selected locations on a
bridge undergoing ambient oscillations. Also investigated was a related issue
concerning the development and evaluation of a protocol for processing acceleration
measurements, containing very low frequency components typically encountered in
dispersed civil infrastructure systems, to yield sufficiently accurate displacement

data.

3.1.4 Scope

Section 3.2 deals with the architecture of the instrumentation system, Section 3.3
discusses the development and calibration of the integration procedure with synthetic
data as well as laboratory measurements, and Section 3.4 presents the application of
the optical measurement system, as well as the integration algorithm, to field
measurements obtained from the Vincent Thomas Bridge in the metropolitan Los
Angeles region. The advantages and limitations of the proposed system architecture

are discussed in Section 3.5.

3.2  Optical Instrumentation System Architecture

A schematic diagram of the target bridge with the optical instrumentation mounted
on it is shown in Figure 3.1. The general view shows the camera located at one of the

bridge columns, while the optical target is located near the mid span of the bridge.
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The detailed view shows that the two targets were placed under the bridge deck, and

were attached to some of the support trusses.

Figure 3.1: Schematic view of the test bridge optical instrumentation system.

The high fidelity video camera had a resolution of 520 lines and a capability of 450
digital zoom. The targets consisted of high-resolution low-power light-emitting-
diodes (LED). Each target consisted of two LED’s, spaced at a known distance, in
order to calibrate the movement of the target. Both lights were lit for fifteen seconds
at the beginning of the experiment, after which one light was left on for the

remainder of the time. A schematic view of these lights is shown in Figure 3.2.
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10 inches

Figure 3.2: Schematic view of optical targets and placement of LED’s on test
bridge.

3.3  Field Measurements from Vincent Thomas Bridge

The Vincent Thomas Bridge is located in San Pedro, California, and is a major
transportation artery connecting Los Angeles with its harbor. It is a cable-suspension
bridge, approximately 1850 m long, consisting of a main span of approximately 457
m, two suspended side spans of 154 m each, and a ten-span approach of
approximately 545m length on either end. The roadway accommodates four lanes of
traffic. The bridge was completed in 1964, and in 1980 was instrumented with

twenty-six accelerometers as part of a seismic upgrading project.

Currently, the sensor network is maintained by the State of California Department of
Conservation (CDC), Office of Strong Motion Studies through California Strong
Motion Instrumentation Program (CSMIP). Figure 3.3 shows the layout of the
location of all 26 sensors mounted on the bridge. Notice that the eastern half of the
bridge is more densely instrumented. This is because the analog recorder is housed in

the eastern cable anchorage. Sixteen accelerometers are distributed at various
34
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locations and in lateral, longitudinal and vertical directions about the superstructure

itself,

Figure 3.3: VIB sensor locations.

As part of the seismic retrofit program, the California Department of Transportation
installed 36 large passive viscous dampers to mitigate the relative motion under
strong shaking of the bridge roadway with respect to its piers. Since the condition
assessment of these essential dampers is crucial to the safe operation of the bridge, it

is necessary to accurately measure the time history of the relative displacement

across the terminals of the dampers.
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3.3.1 Optical Instrumentation

The high resolution digital camera discussed in Section 3.2 was mounted firmly at
the center of the VIB west tower strut. Target frames were carefully designed in
order to capture the motion of the target without influence from surrounding light
noises. The targets consisted of black steel sheets 28 inches high by 32 inches wide,
and two high-resolution red lights (LED) were mounted on these targets. Figure 3.4

shows the configuration of these targets.

Figure 3.4: Close-up of targets used in the optical calibration study.

3.3.2 Optical Data Reduction

Optical data was transferred digitally to a PC at a rate of 30 frames per second. In
order to determine the motion of the bridge, a software program was developed to
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track the motion of each picture frame. The program consists of outlining the orbit
of the red light and filtering the other colors with respect to red, in order to obtain the

highest intensity of the red spot. The following details the data reduction algorithm.

The entire optically recorded data of 30 minutes was transferred to bitmap files by
reading each frame into a separate file. Then each bitmap file was converted into a
matrix Aj;, where i and j represent the horizontal and vertical pixel intensity of the
file. A color mask was then applied to filter all non-red components of the light
intensity. The A;’s are integers having a value ranging from 0- 255 representing the
intensity of the resulting filtered intensity map. The area of interest, the center of the
red spot for the first frame, was then identified by obtaining the highest value of
Ay’s, and a “bounding matrix” [B] was obtained, while ignoring the intensity terms
of the surrounding sub-matrices [S]. The following equation represents the matrices

selection:

[Sll] [SIZ] [S13
[A]= [S21] [B] [st] 3.1
[Sy] [S:2] [Ss]

Since the camera used did not have a sufficiently high resolution, some of the
recorded bitmap files contained what is known as fallouts of pixels in the video
frame, where some elements of the bitmap file matrix [B] might have a significantly
high readings. The following algorithm was applied in order to remove these pixel

fallouts from the entire record.
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Ir [1'}(1‘4,1)]Z 1l ooy and [B(m,j)]2 1 gy (3.2)
then

[B(i.j)

]: ([B(i—l,j) ]+ [B(i+1,j)])
2

where: l.op is the specified lower cutoff parameter.

The next step was to compute the sub-matrix C;; which included the nonzero
components of Aj;, and apply a bounding frame of 25 x 25 pixels on the Cj;, zeroing
the rest of the terms, and extracting the [C] matrix for further processing. This may

be shown in matrix form as follows:

[0] [0] [0]
[B]=|[0] [C1I0] (3.3)
[0] [0] [0]

The above mentioned process was performed for the entire record including the
calibration frames where two LED lights were lit; this was used in order to correlate
the pixel number with the known distance between the two centers of the LED’s and
hence calibrating the movement of the target LED by developing a scaling factor to

correlate the physical distance to pixel counts.

The next step was to perform a nonlinear Gaussian regression curve fit, in
accordance with the following equation, which was subsequently utilized to

determine the center of the high intensity red spot:

f=ax e\[[(—x—?iH(%y“)i} (3.4)
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The Gaussian regression is to determine the values of a, b, and c. Then the
program calculates the peak value of the curve for each frame, and develops a frame
of 25 x 25 pixels around the red target. Figure 3.5 shows the result of the data

processing for each frame.

Figure 3.5: High intensity red light after filtering and processing.

The peak values resulting from the nonlinear Gaussian regression of each bitmap file
were then extracted and stored in a file to be tracked as a function of time. The
optical center area of interest was automatically updated for each frame utilizing
Gaussian regression. This procedure was repeated for each frame, for the entire
recorded data set. Upon completion, all the peaks of the Gaussian curve fits were
stored in single file. The entire record was read and signal processing was performed

in order to smooth the data. Figure 3.6 shows the 3-D plot of the Gaussian curve fit.
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Gaussian Curve Fit of Red Light Intensity
Single Frame

Red Intensity

Figure 3.6: Nonlinear Guassian curve fit of high intensity red

The first signal processing step performed on the raw data mentioned above was to

remove the mean utilizing the following equations:

1 n
p==3s, (3.5)
nia

(3.6)
where x; represents the peak Gaussian value for each time step.

The next step was to digitally filter the de-meaned signal, x;, using Fast Fourier
Transform (FFT) techniques. A high-pass filter value of 0.01 Hz and a low-pass

filter value of 5.0 Hz were used. Finally a cosine squared filter function was applied
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to the leading and trailing portions of the signal in order to smooth the start and end

of the record as follows:

x(i)[1 = cos (t,. * Z”—IIT t, <1,
\ 3.7
x(i) = 4 x(i)[l - cos [(tm — 1)+ 2—(tm-;”—_t2—)] } t, > 1,
x(1), t, <t, <t
L
where: t; = lower time value cosine taper cutoff.

1> = upper time value cosine taper cutoff.

The program then stores the motion of each frame throughout the entire record. In
order to calibrate the movement of the target, a known distance between two red
lights was recorded at the beginning of each recording. The above-mentioned
procedures were performed for both red lights in one frame and the number of pixels
between those two lights were correlated to the known distance of these lights.

Figure 3.7 shows the frame of these two lights.

Figure 3.7: The two red calibration lights with pre-determined distance.
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The following figures show the results of the data processing. Figure 3.8 shows the
displacement time history record corresponding to the entire record of the optical
center data after the signal processing. Note the displacement of the bridge ranged
from 1.5 to 2.2 inch. This motion range is consistent with what other investigators

have estimated for the ambient motion of VITB.

Center Displacement Time History

Displacement (in)

0 200 400 600 800
Time (sec)

Figure 3.8: Displacement data of the center bridge optical data after signal
processing.

Figure 3.9 shows the FFT of the entire record for the center measurement. It should
be noted from this figure that the measurement detected the first two dominant

modes of the bridge. The first mode is at 0.23 Hz and the second at 0.36 Hz. These
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modes closely match those obtained by other studies using system identification

techniques in conjunction with ambient vibration measurements from the sensor

array discussed earlier.

Center Location
FFT

1000 -

Amplitude

100 ~

; —— i . ————r
0.01 0.1 1
Frequency (Hz)

10

Figure 3.9: FFT of center optical data.

3.4  Discussion

This study has demonstrated the potential of vision-based approaches for the direct
measurement of the time history of selected locations on a large civil infrastructure
system. Some difficulties were encountered during the field experiment which will

need to be addressed in the future. The mounting location of the video camera on the
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bridge was not ideal. The camera was affected by the high frequency generated from
the on-going traffic. A better rigid attachment location on ground level would
optimize the picture quality and field of view. In addition the angular orientation of
the camera with respect to the bridge was not addressed. This could be easily
resolved if the camera is placed on the ground and triangulation calculation is
performed in obtaining the bridge movement. Finally the camera used was a
standard house-hold type of camera with high resolution. However, a professional
video camera with a higher resolution could significantly improve the picture image.
The targets were equipped with low-power LED’s, which were initially battery
operated. It will be necessary to experiment with different types of LED color and
intensities. As previously indicated, this study used a pattern of red LED's with a
black background; however, the ambient conditions in the vicinity of the Vincent
Thomas Bridge such as rain, dust or light noise from the surroundings may dictate a

different setup.

As pointed out in the Introduction, other methods such as GPS are being utilized to
obtain direct displacement measurements. However, there are several technical
difficulties with these methods. For example the GPS is highly regulated by
government agencies, and there is considerable interference in highly congested

urban areas (Celebi and Sanli 2002).
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3.5 Summary and Conclusions

An overview is presented of an analytical and experimental study into the feasibility
of a novel vision-based approach for obtaining direct measurements of the absolute
displacement time history at selectable locations of dispersed civil infrastructure
systems such as long-span bridges. The measurements were obtained using a highly
accurate camera in conjunction with a laser tracking reference. Calibration of the
vision system was conducted in the lab to establish performance envelopes and data
processing algorithms (particularly integration-related issues) to extract the needed
information from the captured vision scene. Subsequently, the monitoring apparatus
was installed in the vicinity of the Vincent Thomas Bridge in the metropolitan Los
Angeles region. This allowed the deployment of the instrumentation system under
realistic conditions so as to determine field implementation issues that need to be
addressed. It is shown that the proposed approach has the potential of leading to an
economical and robust system for obtaining direct, simultaneous, measurements at
several locations of the displacement time histories of realistic infrastructure systems

undergoing complex three-dimensional deformations.
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Chapter 4

Vibration-Based Signature Analysis of Dispersed Structures

4.1 Introduction

Performing large-scale dynamic experiments and analysis is considered the most
accurate method of assessing the validity of the assumptions of any analytical model.
Many assumptions and simplifications are made during the development of any
analytical model, and due to the difficulties of performing a large-scale validation
experiments, most models are not validated; hence most parameters for developing
such a theory or model are not tested on large, complicated structures. Recently, this
aspect of large-scale testing has become of more interest to civil engineering
structures; however due to the logistics and complexity of such testing, most models
are not tested. Large-scale testing is the only reliable way of determining the various
dynamic parameters of interest to any structure. These parameters include natural

frequencies, mode shapes, and damping.

Ambient vibration testing offers significant practical advantages to system
identification approaches. One can rely on vibration generated from traffic or
environment for analyzing large structures. However, in order to obtain meaningful
data, the time history record must be long and relatively stationary. Most typical

ambient vibration studies are conducted for several hours. Such long records are
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needed to perform enough averaging. Another advantage of ambient vibration is the
excitation level is relatively low and hence the behavior of the structure is mostly

linear.

There have been numerous studies on identification methods; the following reference
some of these studies, Rainer and Selst (1976). Abdel-Ghaffar and Housner (1977),
Masri and Caughey (1979), Agbabian et al (1991), Masri (1994), Masri et al (1996),
Farrar and Doebling (1997), Hanagud and Luo (1997), Park et al (1997), Farrar and
Jauregui (1998), Farrar et al (1999, 2001), Lee and Liang (1999), Sohn et al (1999,
2001), Smyth et al (1999), Almalli and Cioara (2000), Gattuli and Romeo (2000),
Marwala (2000), Masri et al (1984, 1987, 1993, 1998, 1999, 2000), Shinozuka et al
(2000), Vanik et al (2000), Vestroni and Capechi (2000), Sohn and Farrar (2001),

Sohn and Law (2001), Smyth and Masri (2001), Smyth et al (2002).

This chapter focuses on utilizing a large-scale structure, the Vincent Thomas Bridge,
as the test bed for utilizing the multi-input-multi-output (MIMO) structural
identification procedure. The MIMO procedure under discussion will be

investigated with regard to its effectiveness in detecting structural changes.

4.2 Vincent Thomas Bridge Description and its Dynamic Monitoring System

The Vincent Thomas Bridge (VTB) in San Pedro, California supports the critical

commercial traffic flow for the Los Angeles Harbor. The bridge is located in a
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seismically active Southern California region, particularly because it saddles the
Palos Verdes fault zone. VTB was constructed in the early 1960’s across the main
channel of Los Angeles Harbor and City of San Pedro to Terminal Island. The
bridge consists of a suspended center span of 1500 feet long, and two 506.5 feet long
suspended side spans, and a 52 feet wide four-lane roadway. Figure 4.1 shows a

general view of the overall dimensions of the bridge.

The suspended structure has two stiffening trusses, floor trussed beams and a lower
chord wind bracing of K-truss type. The two stiffening trusses are located at the
outer edge of the deck. The lower chord bracing forms a box-like system, which has
a high torsional rigidity of the structure. Transverse rolled-girders are utilized and
supported by the transverse top chord of the floor trusses. The two towers have
cruciform cross sections made of four welded box sections. The two main cables
consist of 4,028 cold drawn, galvanized, 6 gage steel wires. These cables provide
approximately 122 square inches cross sectional area of steel. The suspenders

consist of small diameter of high strength wires.

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



In 1995 the California Department of Transportation started an extensive seismic
retrofit of the bridge. Since then the bridge has been undergoing significant seismic

retrofit. The work on the Vincent Thomas Bridge was completed May 2000.

4.2.1 Description of Sensor Locations

As mentioned previously, VTB was instrumented in 1980 with twenty-six
accelerometers. The following figure depicts the schematic locations of these
sensors. In addition, table 4.1 summarizes the location and measuring directions of
each instrument. It should be noted the eastern half of the bridge has more sensors
than the western half, due to the housing location of the analog recorder in the.
eastern cable anchorage. In addition, sixteen accelerometers are located at various
locations at the bridge superstructure, while ten accelerometers are distributed at the

substructure level.
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Figure 4.1: Schematic of sensor locations.
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Sensor Sensor Location on Bridge

Number Direction
Lateral Base of South Column at West Tower.
Lateral Top of deck truss at West Tower
Lateral Bottom of deck truss at main span
Lateral Top of deck truss at main span
Lateral Top of deck truss at 1/3 way of main span
Lateral Top of deck truss at East tower
Lateral Top of deck truss at center of side span
Lateral Top of South column at East tower
Lateral Base of South column at East tower

Longitudinal | Top of South column at East tower
Longitudinal | Top of North column at East tower
Longitudinal | Top of deck truss at East tower
Longitudinal | Base of South column at East tower

Vertical Base of South column at West tower
Vertical North edge of deck at main span center
Vertical South edge of deck at main span center

Vertical North edge of deck at 1/3 way of main span
Vertical South edge of deck at 1/3 way of main span

N N N = SR R T TN e

Vertical Base of South column at East tower
20 Vertical Base of North column at East tower
21 Vertical North edge of deck at center of side span
22 Vertical South edge of deck at center of side span
23 Longitudinal | Base of South column at West tower
24 Lateral Base of East anchor
25 Longitudinal | Base of East anchor
26 Vertical Base of East anchor

Table 4.1: Location and direction of instrumentation on the Vincent Thomas Bridge.

4.2.2 Retrofit of the Vincent Thomas Bridge

Shortly after the 1994 Northridge earthquake, the California Department of
Transportation (Caltrans) deemed the bridge vulnerable to future earthquakes and

hence implemented a comprehensive seismic retrofit of the bridge. The retrofit
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program lasted from 1997 through 2000. During this program the structural
characteristics of the bridge were enhanced by strengthening several critical
components and by installing 36 large passive viscous dampers to mitigate the

relative motion under strong shaking of the bridge roadway with respect to its piers.

4.2.3 Ambient Data and Real-Time Vibration Data Collection

During the retrofit modifications ambient data was collected. The data sets were
collected during several phases of the retrofit of the bridge. In order to capture the
ambient influence on the bridge, data was collected at different times throughout the

day.

The data sets span a period of seven years from 1995 through 2002. The following

summarizes the description of the data sets:

Over 600 records have been collected ranging in size from 4 to 8 MB.

The data collected channels range from 3 to 18 channels based on availability

at time of recording.

Each record length ranges from 800 to 1000 seconds

Sample rates were either 100 or 200 samples per seconds.

In January 2003, a real-time structural health monitoring system was installed by
University of Southern California (USC) research team at the VIB. The real time

monitoring system distributes its data via the internet. The system connects to the
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existing strong motion instrumentation. The data acquisition system (RTMS-2001R)
manufactured by Digitexx Inc. has several features which enables the acquisition of
long data records lasting several days, without interruptions. The data is sampled at
100 samples comparing to the existing strong motion data acquisition system. The

system utilizes 24-bits of resolution and a high dynamic range of 120 db.

Shortly after the real time monitoring system was installed, a small magnitude
earthquake struck Southern California on 22 of February, 2003 at 4:19:10 am (PST).
The earthquake magnitude was 5.4 with epicenter located near Big Bear city in
California. Both the California department of conversation (CDC) strong motion
instrument recording and the real-time monitoring system were triggered at the
bridge. A detailed analysis of the effects of this earthquake on the VTB is presented

later in this chapter.

4.2.4 Overview of Real-Time System Architecture

Much of the following material is based on information supplied by Digitexx
(Radulescu, 2003). The Digitexx system is based on a multithreaded software
design. This highly efficient software architecture allows the system to acquire data
on a high number of channels, monitor and condition this data, and distribute it, in

real-time, over the Internet to multiple remote locations.

53

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The real-time specification here is each packet of data acquired should become
available for distribution over the internet immediately after it becomes available
from the system’s acquisition loop, meaning that, the system acquires one packet
every second. Every second, the system sends out a packet of data from all the
channels in that acquisition pass. Now, at this point, data is being sent to the remote
locations (the communication interface is discussed later) over the internet. The only
time delay that can be encountered here is the transport time involved in carrying the
packet over the Transmission Control Protocol (TCP) lines to remote locations.

These times are usually in tens of milliseconds, and often considerably less.

The system is designed to send data as it is being acquired. Since this is the real-
time specification that was adopted, during normal operation the system does not do
any sort of buffering. The reason is as simple as it is obvious. First of all, a buffer
here will throw off completely the real-time engine. If the data distribution loop is
not synchronized with the acquisition loop, one of them will get out of synch. These
two threads (distribution and acquisition) are always synchronized inside the system.
This implies that, if at any moment one of them slows down, or stops, it will also
slow down and stop the other one. This is why in the Digitexx system the acquisition
thread is the driving engine, and all the others follow. This way the system will never
loose any data in case of a major event. It should be kept in mind that this system is
a full recorder, and it is monitoring and recording events locally just like a standard
recorder, with all the associated features (pre/post event, triggering on 10 channels

and so on).

54

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Consider an example where somebody is monitoring a structure remotely, which is
instrumented with one of the Digitexx systems. The system will feed all the channels
to the remote client(s) as they are being acquired. However, if the client has a slow
connection to the internet (less than 110Kb), it will not receive continuous data.
Since the client is not able to digest data packets at the rate at which they are being
acquired and sent out by the system, it will start loosing some packets. The client
will receive data; however it will be sparse, because by the time it receives one
packet of data, the system has already acquired another one or two and it is sending
those out. The system will not wait for the recipient to control the traffic. Once

again, this is all dictated by the real-time specification of the system.

The transmission control protocol/internet protocol (TCP/IP) data distribution
interface of the system is designed around a publish/subscribe interface. It means
that the system can send data of different types (publications) to different clients
(subscriptions) requesting that specific type. For example, on a particular structure,
one can group the sensors in different categories based on type, location orientation
and so on. The system can make those separate types available for distribution in the
same manner in which they were grouped. This way, remote clients can receive only
the channels they are interested in. This optimizes communication and productivity.
This is what is called “publishing”. Now, the clients can subscribe to only the data
they are interested in. The system will distribute to multiple clients for each

subscription, meaning it can maintain multiple subscriptions per data type. More
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than two clients can subscribe and receive data in real-time for each data type that
exists on the system. Per each data type, the system will distribute the data to each
client (“subscriber”) in sequential order. The switching time is in the order of
microseconds. The number of clients connected to the system and the number of
data types specified are a measure directly proportional to the bandwidth available to

the system.

4.2.4.1 Bandwidth

Bandwidth is a measure of data throughput over different data lines. In the present
case, the discussion concerns bandwidth over TCP lines. Consider first a few
interconnection scenarios. The type of connections the Digifexx system accepts can
be multiple. The important parameter for the system is the up-link data rate of the
connection. The system is sending high amounts of data on the line, which makes it
different from the regular client browsing the web, generally receiving high amounts
of data. One connection scenario is on a LAN layout. LAN speeds are usually 100
Mb and are usually symmetric (up-link throughput is equal to the downlink rate).
Today’s LAN speeds can reach up to Gigabits, which is very impressive. Insucha
setup the Digitexx system will perform at its best. Uplink rate is optimal, and the
line symmetry makes data traffic very easy to handle. Another symmetric setup is
also a T1 line offering 1.5 Mb symmetric connectivity. This is also a very suitable

installation for the Digitexx systems since a 1.5 Mb uplink is more than enough to
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satisfy 5 clients or more in real-time. The most common installation of such systems

however, sits on Digital Subscribers Line (DSL) lines.

Speed (latency) and capacity (bandwidth) are two very separate things. The
combination of latency and bandwidth give users the perception of how quickly a

web page loads or a file is transferred.

The most commonly used example for comparing latency and bandwidth is the
image of water running through a pipe; the pressure is latency, the width of the pipe
is bandwidth. If one has a wide pipe but low pressure, one can move more water
through the pipe but at a slower rate. On the other hand, if one has a narrow pipe but

high pressure, one can move less water but at a faster rate.

4.2.4.2 Latency

Latency is normally expressed in milliseconds. One of the most common methods to
measure the latency is the use of utility “ping.” A small packet of data, typically 32
bytes, is sent to a host and the time is measured. Normally, the Round-Trip Time
(RTT) for the packet to leave the source host, travel to the destination host, and
return back to the source host is measured. Bandwidth is normally expressed in bits

per second, the amount of data transferred during a second.
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Internet Connection Type Specification Comparison
Ethernet 0.3 ps
Analog Modem 100 - 200 ps
Integrated Services Digital Network 15-30 ps
(ISDN)
DSL/Cable 10 - 20 ps
Stationary Satellite > 500 ps, mostly due to high orbital

elevation

DS1/T1 2-5us

Table 4.2: Comparison between various internet connections.
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Figure 4.2: Real time monitoring system flow diagram
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Bandwidth and latency are connected. If the bandwidth is saturated then congestion
occurs and latency is increased. However, if the bandwidth of a circuit is not at peak,
the latency will not decrease. Bandwidth can always be increased but latency cannot

be decreased. Latency is the function of the electrical characteristics of the circuit.

Figure 4.2 shows a flow diagram of the Digitexx Real Time Monitoring System
Model RTMS-2001RM. The following explanation provided by Digitexx and applies

to this diagram.

4.2.5 Real-Time Server Software Description

The server software has three main threads. One is the local monitoring (recording)
thread, another is the data distribution thread, and the third is the acquisition thread.
They all revolve around a queue of limited size. Data from the acquisition thread
goes into the queue. From here, each packet is analyzed for triggering conditions,
and the same packet is being made available for distribution to the publishing
communication interface. Each packet, based on its content (which data channels it
contains), is routed to the corresponding publishing interface. Each interface has a
number of subscriptions it maintains. Each subscription will receive a copy of the
packet. For subscriptions, every time there is a change in the data stream, the

protocol has to update its subscribers (as per the established real-time specifications).
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Another important feature of the publish/subscribe interface is in case of a
disconnect, the server retains the subscribers and when the connection is re-
established, the server will start sending data to the subscribers without the need to
restart the clients. The analogy to this situation is a TV set which is receiving a
certain program. If the broadcasting station stops broadcasting for some reason, the
TV will get static, and when the station starts broadcasting again, the TV gets the

signal without being restarted. This is a useful feature for unattended operations.

4.2.6 Real-Time Data Monitoring and Distribution

The local monitoring (recording) thread, and the data distribution thread use exactly
the same packet as input. The distribution thread takes the packet just as it was
acquired and distributes it to the publishing interface. No conditioning of any sort is
done to the data. The only signal processing applied to the data is scaling
(conversion to cm/s/s if the sensors are accelerometers). The monitoring thread, on
top of scaling, does signal conditioning for trigger monitoring, and local recording
(eventually) with pre-event (user-specified). The local monitoring thread will
record an event locally regardless of what happens to the data distribution thread.
Once the event is recorded, it will try to notify a list of users (via email) and file
transport protocol (FTP) the event to another site. If this process fails, the system
will retry every 5 minutes until successful. The functionality of the server software

(installed on the system on site) stops here (Radulescu, 2003).
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Now, once the data is distributed to remote sites (clients), the data can be analyzed
using a variety of approaches (some for “quick look™ analysis, and others requiring

an extensive amount of computational work) to obtain needed SHM indicators.

4.2.7 Sample Measurements through Streamer Software of Real-Time System

The real-time monitoring system discussed above was installed on VTB in early

2003. Sample measurements from the system are shown in Figures 4.3 and 4 .4.

Figure 4.3: Acceleration screen Figure 4.4: Trigger selection and
filtering screen

61

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The screen image shown in Figure 4.3 shows the time history of the “raw” sensor
data (acceleration sensor measurement in the present example). The index of the
displayed channel is shown on the left hand side of the panel, and the corresponding
sénsor index (as denoted in Fig 4.3) are shown on the right hand side of the panel.
The displayed time history segment corresponds to a 10-second window. Automatic
amplitude scaling is done for each displayed channel. Any arbitrary choice of
channels can be displayed. To enhance ease of visual monitoring, data channels are
color-coded so that sensors in the same direction of motion (bridge global x, y and z)

are displayed with the same color.

The screen image shown in Figure 4.4 shows the settable parameters that can be used
to select the physical quantities to be displayed (e.g., acceleration, velocity or
displacement), the trigger level to start automatic recording of the sensor

measurements.

Using the “quick analysis” capability of the real-time monitoring (RTM) system,
various measures of the monitored system’s response can be displayed in near real
time, with the only delay (on the order of a few seconds) is due to filling data storage
buffers needed to perform signal processing on a selectable time segment. The screen
image shown in Figure 4.5a presents the FFT of any two arbitrary channel choices,
and their transfer function. The screen in Figure 4.5b shows the short-term root-
mean-square (rms) and long-term rms of one selectable channel. The short-term

window displays the updated channel rms level once per second, while the long-term
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window has settable averaging time so as to show the moving average rms of the

same channel.

Ty En{w FET Chabnal Elw

Figure 4.5a,b: (a) FFT of channels 15 and 17 and transfer function between 15 and
17. (b) Showing short-term and long-term rms levels of selected channels.

Another choice of the quick analysis conveniently displayed is the cross correlation
between any two channels. The screen image in Fig 4.6 shows the cross correlation
between channel 15 and 17, both on the bridge deck, with orientation in the vertical
direction. This plot contains a significant amount of useful information about the

interaction between the dynamic loads on the bridge and its modal characteristics.
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Figure 4.6: Sample Quick Analysis Results showing cross-correlation function
between two data channels 15 and 17.

4.3  Analysis of Earthquake Data Collected through RTM

4.3.1 Measurement of 22 February 2003 Earthquake Response

In the early morning of 22 February 2003, a relatively small earthquake occurred in
the vicinity of Big Bear city, California. Big Bear earthquake epicenter was 3.1
miles North of Big Bear city. The earthquake struck at 04:19:10 a.m. PST with
magnitude 5.4M at N34.31 W116.85 with depth of 1.2 km. Figure 4.7 shows the

location relative to the VTB vicinity.
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33.8°

118 417 118

Figure 4.7: Geographical location of Big Bear Earthquake epicenter with respect to
Long Beach where VTB is located.

This location is approximately 180 km. from the position of the Vincent Thomas
Bridge. All acceleration channels were triggered on the VTB and a complete data set

comprising a total of 26 channels was obtained by the RTM system.

The collection of all 26 acceleration records obtained during this earthquake are
shown in Figures (4.8 a, b) using different amplitude scale for each component, in
order to enhance resolution. It should be noted that channel 4 is out of order. It can
be seen that the channel had relatively the same amplitude before and after the

earthquake as compared to the rest of the channels.
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Figure 4.8a: Acceleration time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake (only channels 1 through 14 shown in this figure).
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Figure 4.8b: Acceleration time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake, (the remaining channels 15 through 26 are shown in this

figure).

A sample of three acceleration components at the base of VTB (channels 1, 23 and
14, corresponding to the lateral, longitudinal and vertical components, respectively)
as well as three response components on the bridge deck (channels 5, 12, and 17,
corresponding to a lateral, longitudinal and vertical components, respectively) are

shown in Figure 4.9.
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Figure 4.9: Sample acceleration records measured at VTB base (LHS) column and its

deck (RHS column) during the 22 Feb 2003 earthquake. Plot units are (cm/s %),

The recorded accelerations were subsequently processed to obtain the corresponding

velocities and displacements for all the channels. The resulting velocity and

displacement time histories for all the channels are displayed in Figures 4.10a, b and

4.11a,b.
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Figure 4.10a: Velocity time histories of all 26 data channels recorded during the 22
Feb 2003 earthquake (only channels 1 through 14 are shown in this figure).
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Figure 4.10b: Velocity time histories of all 26 data channels recorded during the 22
Feb 2003 earthquake (the remaining channels are shown in this figure, channels 15
through 26).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

70



0.06 F

0.04 |

0.02

—0.02

™
TR

-0.06

850

1100

Tl

850

200

1100

iy
VA

T+

850

1100

~~

=)

fl

v

=

-

[

880

1050

1100

0.06

et

-0.06

850

1050

1100

iy
i

ful

Ja_pl

|
t=

=

0.2

-0.4

850

1100

0.06

0.04

0.02

—0.02

=Y
Rod

—0.04

-Q.06

850

1000

1050

1100

0-15F T I
0.1E I 2z
0.05 E I
ok - P YN
-0.05
—0.1 F I 1 L
—0.15 I ”‘ !
850 900 950 1000 1050 1100
Channel 4 was
Out-of-order
|1 <
o-t LT 6
0.085
o =~
—0.05 E ' ’
M
-0.1 F 1 T
! |
850 900 950 1000 1050 1100
0.2 8] |
T 8
0.1
e} e o
—©-1 I
IR ] [
850 200 950 1000 1050 1100
0.2
0.1 P S 10
i, YN
0 [Py thepdly L0 P
-0.1 |4 W \'f v { M
-0.2 ’
-0.3
850 900 o950 1000 1050 1100
0.1 I T
I ey 12
0.05 oy W4 Iy 3
PREY " I A N
o AR PR
T STV W E Y
~0.05 1 U
—0.1 11 !
] [
850 200 950 1000 1050 1100
0.03 T T
| | 14
0-02 N T PO ¥
0.01 E 1 h
A lna AU W hel dle g A1, A A
o PR AT R s
-0.01 R T
~-0.02 I?I[l‘f 1
850 500 950 1000 1050 1100

Figure 4.11a: Displacement time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake (only channels 1 through 14 are shown in this figure).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

71



1
0.75
0.75
0.5 18 0.5F o N 5 16
0.25 I P PP | 0.25 1 Tt Ale 1
sESF )T | ° It
o A {ruin‘“/
¥
— o LT ¥ —0.25 E f ] .
0.25 1 T i t 0.5 \ AL NLOW | I |
-0.5 F I T —-=F |
~0.75 £ 1 I E ~0.75 E i
850 SO0 S50 1000 1050 1100 850 9200 950 1000 1050 1100
1 1
L 1/ 1
0.5 ot 1l ©-5 P )] o
o ﬂ\ I e o
W + e
ol LN v L ] ' 2] had
oS | —HH - ]
-1t [ I 1 1 -t 1
850 S00 250 1000 1050 1100 850 200 250 1000 1050 1100
T ] o e ]
0.0 1 L E 4
: (N | 19 ©.0L T =T
0.005 AT 7 0.005 L g
[} erama wamiw) N P S P N
i " T N WAL LYY
-0.005 “VI U lL.J LU ]?1 —0.005 1 LI
—0.01 F Tt | ] _o0.01 B Wil
_ E T ¥ -
- D Bia ]
850 200 950 1000 1050 1100 850 200 950 1000 1050 1100
1.5 1
1 1 22
o.5 ) A 0.5 ] ) 3
1 | 1 | T - Inl | 15 A 1I
° va = HM.,. e o o ¥ TBM id an
et 1 T T
0.5 o.5 } Iﬂ[
-1 | I
850 200 950 1000 1050 1100 850 200 950 1000 1050 1100
o.06 T] | 4 L]
L ITE .Y 1 ©-06 ¢ 11 AT ~4
.04 PR ) o0.04 | VLTI 72 ]
o.oz I T o.oz Y|
R Aot o i
—o.oz | b —c.02
-~0.04 g T —0.04
—0.06 [ )i [E AN —0.06 [ |n| l
850 D00 950 2000 1050 1100 850 200 950 1000 1050 1100
i
o0.04 ] ha AL Py
T ] 2 o-or i I 26
0.0z F 0 P T AN
o £ S (e 7 o i e ket A
4 v (e
—0.02 —o.01 ! !
—0.04 i il LI
~0.06 LI L —0.02 LNt
T - i
850 200 950 1000 1050 1100 850 200 950 1000 1050 1100

Figure 4.11b: Displacement time histories of all 26 data channels recorded during the
22 Feb 2003 earthquake (the remaining channels 15 through 26 are shown in this

figure).
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Sample input and response velocities obtained by integrating and processing the
recorded accelerations are shown in Figure 4.12. The corresponding bridge
displacement time histories were also obtained through double-integrating the

accelerations, and sample displacement time history results are shown in Figure 4.12.
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Figure 4.12: Comparison of velocities between base and deck locations. Time
(Seconds) versus Velocity (cm/Sec).
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It is worth noting that particular care is needed to use suitable digital signal
processing approaches to obtain correct values of the time histories of the system
velocities and displacements from the measured accelerations. As mentioned in
chapter 2, there are potential problems and serious computational pitfalls
encountered by using naive data processing approaches to integrate acceleration

measurements.
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Figure 4.14: FFT of Acceleration for the VIB base vs. deck.

Comparison of the dynamic environment acting on the VTB during the subject
earthquake shows there is a drastic difference in the measured accelerations at the
bridge base (on the order of milli-g’s) as compared to the response on the bridge
deck. Note that, for convenience, identical amplitude scales are used in Figures 4.9,

4.12 and 4.13 for similar types of response measures. It is also worth noting the
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drastic change in the spectral content of the motion at the base and deck of the

bridge.

Figure 4.14 shows the FFT of the acceleration time history records shown in Figure
4.9. Notice the input records have a relatively small amplitude, but a broad-band
nature, while the bridge response records have a much higher amplitude level as well
as behaving as a low-pass filter. As will be shown in the following section, the
response peaks are directly correlated with the dominant (identified) system natural

frequencies.

4.4  Multi-Input-Multi-Output (MIMO) System Identification Technique
This section explores the potential use of a time-domain identification method to
detect changes in structural systems on basis of noise-polluted measurements. This
method requires the use of excitation and acceleration response records. The basis of
this method consists of developing a reduced order mathematical model that has the

same equivalent number of degree of freedom as the number of sensors.

System identification techniques can be classified into the two broad categories of
parametric and non-parametric depending on the level of prior knowledge of the

structural system that requires the system identification (Masri, 1994).
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Parametric identification methods assume the mathematical structure of the model is
known from theoretical consideration, apart from some unknown parameters. They
provide the estimated system parameters that can easily be associated with identified
system parameters such as stiffness and damping. Therefore, deviations in the
identified model parameters can be traced to actual changes in the system being

estimated.

The nonparametric methods refer to techniques that require little or no theoretical
knowledge of the structure. These techniques can be viewed as an approach to
evaluate a “black box” system representation. Information regarding the system
excitation and relevant output data are fed into a variety of analytical tools to yield

the internal system characteristics.

One proposed system identification method for this type of large complicated
structure that can capture the time-domain based identification in a reduced order
model, would utilize a hybrid parametric and nonparametric approach. The approach
will be utilized in a two-stage method. The first step is to identify a linear model,

and then treat the un-modeled response as a nonlinear dynamic rather than an error

(Smyth et al 2000).

The first step of this approach involves the identification of an equivalent linear
model of the structural system. This will be dependent on the amount of responses

from the structure. For example if the structure has a known amount of instruments
77
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that will produce a response with a known input, the model will have the same
number of degrees of freedoms (DOF) and input. Therefore the equation of motion

for such a system when pre-multiplied by M !, becomes:

MC, % (6) + M K, (8) + My M %o (8) + M Co X, (0) + M Ko X, (1) = = (1)
4.1)
where:
M1, Cr1 and Ky are the typical mass, damping and stiffness matrices, which
characterize the forces associated with the unconstrained DOF of the system. Each
of these is an n; x n; matrix.
Mg, Cio and Ky are constant matrices, which are associated with support or input

motions.

x;(1) is a vector of order n; of the active degree of freedom (measured response)

displacement, velocity and acceleration, respectively

x, () =[x, (), %, 1
%, (9) =[x, (@), %0 (t)]T 4.2)
X, () =[%, (®), -, %, (t)]T

and xy(?) is a vector of ny order of the support displacement, velocity and

acceleration, respectively.
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Xo (£) =[x, (), ++5 %o or
X, = [3&01 ()5 Xomo (t)]T
X, )= [%o @, Xono (t)]T

(4.3)

These system matrices and their shorthand notations and dimensions are summarized

as follows:
Matrix product -1 -1 -1 -1 -1
P M Sy | MKy [ MMy | MG | MKy
Shorthand notation ‘A A A A °4
Dimension (n; xny) (mixny) | mixngy | (mixng | (nixng

Table 4.3: Summary of shorthand notations for the identified system matrices.

The parameters of the above-mentioned matrices can be obtained by setting the

problem as a series of over determined equations and then getting the unknown

parameters by utilizing the least-square solution method. This is done by writing

each row of these matrices of the above-mentioned equation of motions at every

discrete time-step, ¢ = [t,,

..., y], where N is the time step index, yields parallel

matrix equations as follows:

Ml_llcllxl ) +M1_11K11x1 ) +M1_11M1055.o(11) +M1_11C10J370 ) +M1_11K10x0 () =-L ()

Ml—llcll‘tl (tN) +MlnllKllxl (tN) +Ml_11M10x'0 (tN) +M1—11C10x-0 (tN) +M1_11K10x0 (tN) = _Ix'l (tN)
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Therefore the above equations could be represented by the following equation

assuming that mass, damping and stiffness are the unknowns.

~

Ra=b (4.6)

AN
where R is a block diagonal matrix whose diagonal elements are equal to R,
A T A . . .
a= [alT , 0:2T ,a_f ,...,af] and b is the corresponding vector of excitation

N
measurements. Keep in mind that R is of orderm xn where m = Nn; and n = 3n;

(n; +ng). This can be shown as follows:

a b
R 0 0 a, b,
o 0 R . . A L
R= a= A > b =<
0 R
- —
ny Nbyn) (2my +3n9) Lanl Uy
ny(2n +3ny )yl ny Nbyl

The above equation could be formulated in several ways depending upon the
assumptions, which are made upon a priori knowledge of certain parameters in the

system matrices (Masri et al., 1987). In this research we will assume there isnoa

N

priori knowledge, and the @ parameter vector is assumed to either contain

coefficients of symmetric or asymmetric system matrices. In the case of symmetric

A A

conditions, the @ vector has fewer parameters, and the R matrix must be
constructed in a very particular order. However the asymmetric case is quite simple

to present. Equation (4.6) can be decomposed into:
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Ra; = b; i=1 n “4.7)
For clarity of the parameters, let the following matrices in equation 5.1 M’ 11 Co,
M Ko My Mg, Mir! Cro, Mir! Koo be denoted by 24, °4, *4, °4, °A
respectively. Also let <A> = i row of generic matrix'A. Therefore o is

represented as follows:

- [N Cad )] e

b; = [— X ;)X ;) - X (83 ), —Xli(tN)] i=1 n
4.9

In combination with either equation 4.6 or 4.7, one can solve for the unknown

N ~
parameter vectors & or the «; ‘s by determining the pseudo-inverse of R or R

matrices. This can be written as follows:

o =R' oro;=R"b; (4.10)

where R stands for the pseudo-inverse of matrix R (Golub and Van Loan, 1983).
The unknown matrix coefficients can now be determined by inserting the pseudo-
inverse into either equation 4.6 or 4.7, which yields an estimated b vector (b.s). This
vector simply contains estimates of the accelerations of the active degree of freedom.
Instead of treating the difference between b and bey (b-b.) as a molding error, one
can treat it as a nonlinear residual (b,;) to be modeled (Smyth, 1998). In this research

a nonparametric technique is used to model this nonlinear residual.
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4.4.1 Modal frequencies, damping and mode shapes

The identified matrices M ;; C;; and M;;” K}, can be utilized to obtain the modal
frequencies, modal damping coefficients and mode shape. It should be noted
however that there is an inherent error since the M;; matrix is not known. However
the model solution could be derived from these identified matrices by following a
standard eigenvalue solution as follows (Inman, 1994):

Az = Az (4.11)

{0 I }

A= (4.12)
1 1

My Ky -Mp G

Since both M IIC11 and M, llK are identified through the above mentioned

11
method, at the matrix A is also identified. It has a dimension of 2n; by 2n;. Hence
the eigenvalue A, (k = 1, 2,..., 2n;) or 2n; numbers may be complex valued.
Therefore the eigenvector Zx (k = 1, 2, ..., 2n;) of 2n; number with a dimension of 2n;
each, may be complex valued. These complex eigenvalues come in complex
conjugate pairs, where 7, is the physical modal frequencies, w;, and modal damping

coefficient, E; are related to A by:

o= Re(d,, )’ +Im(4,,)’ =\Re(4,,)’ +Im(4,)> i=1..m  (4.13)

- - Re(ﬂ2i_1 ) - - Re(ﬂzl. )
z \/ Re(4,, ) + Im(4,, )* \/ Re(4,,; )+ Im(4,, )’

i=1,--,n, (4.14)
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In addition the 21; dimension complex eigenvectors Zi (k = 1, 2, ..., 2ny) of 2n;

numbers also come in complex conjugate pairs. These conjugates are related to the
n; dimension complex mode shapes u; = a; + bj(i =1, 2, ..., n, j=~/—1) in the

following manner:

u, )
Zy =[,11 y ] i=1,...,n, (4.15)
2i-17"i
Z, = Conj(u,) i=1,...,n (4.16)
Y A Com@)]T T

It should be noted that the first #;, rows of the eigenvectors with odd subscript form

the n; dimension complex mode shapes w; = (i =1, 2, ..., n}) .

4.4.2 System Identification of VITB from Big Bear Real-Time data system

As previously mentioned, there are 26 sensors (strong-motion accelerometers)
mounted on the bridge deck, and 10 sensors at its base. However, measurements
from sensor number 14 were not available due to instrumentation problems.
Consequently, for the purposes of the present analysis, the model to be identified will

be considered as having ne=10 inputs and n;=15outputs. Hence, the order of the

system matrices to be identified is 15 by 15 for MC,,, and M 'K,,, while it is 15
by 10 for M;'M,,, M;]C,,, andM ' K,, . For illustration, the elements of matrix

M;]C,, are shown in Table 4.4 and those for M, 'K,, are shown in Table 4.5
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Since both MK, and M;]C,, are obtained as a by-product of this identification
technique, one can obtain not only the classical normal modes from the solution of
the eigenvalue problem associated with M, 'K, but also the damped natural
frequencies and corresponding ratios of critical damping which is furnished by
knowing MK, as well as M;'C,, (dominant) modal frequencies and damping

ratios obtained through the solution of the underlying eigenvalue problem. Notice
the method under discussion does not assume anything (or restrict the nature of)
about the damping mechanism (whether it is of the “proportional” or non-

proportional type).

007 010 058 028 017 043 009 0.4 040 04 04 016 006 033 -0
058 0.7 030 -027° -008 -036 -070 055 047 030 020 000 012 001 -
020 -0.4 001 © 024 072 068 076 051 035 014 026 006 000 025 -0

045 008 023 045 020 031 L4 -128 08 008 004 002 008 027 0.
09t 031 075 325 014 033 102 136 -132 015 008 020 009 029 -0

087 017 069 L18 021 026 150 012 045 00 003 013 015 006 O
009 01t 039 038 04 048 132 169 011 <009 012 015 015 020 -0
001 005 005 104 002 037 -168 LO8 062 002 005 012 014 0l -0

043 020 011 066 045 001 037 069 013 001 002 005 004 010 O

078 042 LI 058 000 070 108 -177 021 020 013 041 <031 D2 0
018 -094 212 057 012 022 229 097 L0 <020 026 009 025 OIt -0.

-129 -140 088 072 08 015 048 016 030 039 016 008 0201 002 -0

024 088 074 020 046 065 09 -009 030 000 020 014 015 027 o0

044 013 006 0.9 011 013 -L31 038 028 000 003 006 018 011 -0

027 082 08 044 011 030 033 063 059 007 002 007 002 001 0

38
02
32
24
28
26
09
29
05
10
26
04
14
20
07

Table 4.4: Sample output ofM'lll Ci1 matrix (15 by 15).
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281 062 02 1557 067 217 504 380 252 181 186 025 004 000 046
900 LM 007 544 020 LST O -125 0 158 079 453 42 019 000 008 032
622 014 030 -135 034 435 329 373 028 030 02 015 008 04 073
7155 013 020 2204 004 175 143 4012 033 LM -L1S 0 004 002 156 0T
le4 007 006 076 L2 -125 577 573 <146 007 002 004 001 030 -0.52
431 028 004 858 LIS 3341 607 89 051 036 073 019 000 072 -006
131 028 014 150 080 008 1075 975 098 030 036 001 002 037 06l
055 024 002 025 LI3 048 739 876 LT 020 02 0.3 008 045 06l
-136 003 019 047 003 081 163 162 523 007 017 009 022 028 043
714253 03 -1L00 010 218 136 -114 089 1237 -1014 028 008 050 057
-129 257 030 742 020 261 -l22 126 077 -1332 1378 083 029 094 064
467 005 020 333 03 003 898 705 063 073 106 152 033 L4 -1.60
33 057 016 478 071 039 7S50 1003 L0 073 L4 025 065 -1 144
069 042 063 388 286 014 041 391 126 -129 134 001 037 1063 -390
090 035 041 08 315 001 160 -109 247 103 091 04 012 -1062 1610

Table 4.5: Sample output of M, K| matrix (15 by 15).

Therefore for the reduced order modeling procedure used on the VTB, the
corresponding number of degree-of-freedom is 15 in this case. Hence, only 15
modal frequencies can be identified by the reduced-order identification procedure. It
should be noted that this is the first time that USC research time has been able to get
raw data. As discussed earlier in Chapter 2 the integration of acceleration data is
very complicated as to what cut-off frequency is needed for different type of
structure. The detailed calibration method used in chapter 2 becomes very important
in analyzing earthquake data. It was determined a cut-off frequency of 0.05 Hz. was
the appropriate frequency that matches both the optical measurements obtained from

the VTB as shown in Chapter 3.

Based on research of how the earthquake data is processed by the California

Department of Conservation (CDC), it was determined CDC applies corrections to
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collected earthquake acceleration. The baseline corrections consist of applying both
low and high-pass filters. The low-pass filter is set at a default of 45 Hz, while the
corner high-pass filter is set at a default of 0.12 Hz. Therefore, for corrected
acceleration data provided by CDC, the low frequencies can not be identiﬁed from
pervious earthquake records. For comparison purposes table 4.6 shows the results
obtained from this earthquake as compared with other frequency estimates by other

investigators who studied the behavior of this bridge.

Smyth et al. Lus et al. (1999) Masri (2003)
Dominant Modes (All Vertical Composition Dominant
directions) Modes Modes (All
directions)
Whittier Northridge Whittier Northridge Big Bear 2003
0.212 0.225 0.234 0.225 0.078
0.242 0.240 0.388 0.304 0.084
0.317 0.358 0.464 0.459 0.121
0.531 0.390 0.576 0.533 0.127
0.570 0.448 0.617 0.600 0.163

Table 4.6: Comparison between other research studies for earthquake records.

There is a clear, significant dynamic behavior of the bridge, not considered in the
dynamic analysis of previous earthquakes and hence emphasizing the need of
accurate dynamic analysis which involves calibration of the integration, and
determining the proper data reduction procedure and the analysis method. The
following table demonstrates the varying results on the first 15 frequencies of

applying different cut-off (high-pass filters) on the Big Bear 2003 earthquake record.
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Cut-off Cut-off Cut-off
Frequency | frequency | Cut-off | frequency of | frequency of
Index of 0.05 | frequency 0.15 Hz 0.20 Hz
Number Hz of 0.1 Hz

1 0.0777 0.1889 0.1944 0.2402

2 0.0837 0.2069 0.2340 0.2938

3 0.1210 0.2315 0.2827 0.4080

4 0.1274 0.2596 0.3605 0.4734

5 0.1626 0.3248 0.5151 0.6596

6 0.1755 0.3800 0.6413 0.6759

7 0.1998 0.5151 0.6791 0.7293

8 0.2883 0.5504 0.7158 0.8516

9 0.3631 0.7171 0.8914 0.9479

10 0.6173 0.8143 0.9160 1.0516

11 0.6811 0.9631 1.0439 1.1016

12 0.7549 1.0696 1.2064 1.2391

13 0.8394 1.1458 1.2415 1.2959

14 0.9087 1.3714 1.4886 1.5691

15 1.0103 1.4599 1.8051 1.9856

Table 4.7: Comparison of effects of different frequency cut-off of the Big Bear 2003
earthquake record.

Table 4.8 shows comparison results of ambient vibration analyses of the first ten
frequencies identified by other studies of the VTB. The identified frequencies from
these studies are very close to each other, and it should be noted neither study
detected the lower frequencies. This could be contributed to several factors one
being the range set for the high-pass filter of the corrected earthquake acceleration

data.
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Frequency Index | Abdel-Ghaffar (1977) | Pridham et al. (2001)
1 0.168 0.155
2 0.216 0.220
3 0.234 0.232
4 0.366 0.368
5 0.487 0.477
6 0.494 0.531
7 0.542 0.571
8 0.623 0.618
9 0.678 0.633
10 0.740 0.687

Table 4.8: Comparison research studies of ambient vibration records.

Further details regarding the use of this approach to model nonlinear MIMO
technique systems are available in the work of Masri et al (1987a, 1987b). The
application of this approach to the analysis of strong earthquake motion recorded in
previous earthquakes at the Vincent Thomas Bridge is reported in the work of Smyth
et al (2003), where significant nonlinear contributions from the bridge response were
detected and modeled with fairly good accuracy by using the identification procedure

under discussion.

4.4.3 Statistical analysis of Ambient Data

At this point, the structural identification procedure can be used to identify the
system matrices corresponding to M, C and K. By repeatedly applying the same
structural identification method to different time segments of the data, an ensemble
of matrices will be identified. Then the statistical analysis will yield the important

statistical measures such as mean, variance, and probability density function (pdy).
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This method could be applied to specified ensemble data sets corresponding to
distinct non-overlapping time segments. The results are then used to calculate the
mean, standard deviation, and the pdf associated with each element of matrices C and

K.

This method has been validated on a small scale simulation model. The following
figure shows the results of a study done by Agbabian et al., 1990, on a three degree-
of-freedom system with 5% noise. The ensemble consisted of 600 non-overlapping
data sets. The dashed lines correspond to the estimated pdf for each indicated
stiffness element while the solid lines correspond to the pdf of a data set having the

same mean and variance but with exact Gaussian distribution.
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Figure 4.15: Identification Results, pdf of 5% Noise-Pollution Level, dotted line is
estimated pdyf, solid line exact Gaussian distribution (Agbabian et al, 1990).

89

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The next step of the algorithm is to calculate the percentage error corresponding to
each element of the stiffness matrix. An exact solution is referred to as the reference
solution while the changed solutions are used for comparison. In the bridge, data the
reference cases will be picked based on relevant information from the bridge. The
information will be discussed in detail as the data will be presented later on for

discussion. The corresponding dimensionless error is calculated as follows:

T
k.,

)

4.17)

where:
e is the element in the matrix corresponding to the error between the

identified mean value and the exact value.

I?,.j is the matrix element corresponding to the mean value of the identified
matrix

k" is the exact or reference matrix element.

(k, — k™)

r; = P ;0) (4.18)

where:
ry is the matrix whose element corresponds to the change in the mean values

of the identified results.

=(0) - .
k,.](. ) is the reference matrix element.

90

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(4.19)

where:

dy is the element of the matrix that corresponds to the change in K with
respect to the reference case with respect to the standard deviation.

s;; 1s the standard deviation element.

The confidence level of the detected changes can be identified by an analysis of
matrix D, whose entries represent the quantitative change in K relative to the
reference K that is expressed as a fraction of the standard deviation of the
corresponding element. The following figure shows the pdf plots of the case study

by Agbabian for 5% noise level.
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Figure 4.16: Comparison of &; pdf at 5% noise, solid line indicates nominal value,
dashed line 10% reduction, dot-dash line 25%, dotted line 50% reduction in k5
(Agbabian, 1990).
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The following was noted in the Agbabian study:

e The percentage error in the mean value of the identification results
corresponds to the dominant diagonal terms of the global stiffness
matrix as the noise level changes.

e The dispersions of the statistical variation, for a given noise level, in
the estimates of £’s are about the same for all elements.

e Increasing the noise pollution by a factor of 4 increased the standard
deviation by the same factor.

e Superimposing the pdf plots from different tests for elements of the
stiffness matrix shows the severity as well as the location of the
damage.

e The shift of the superimposed pdf curves for the k elements was
substantially more than the scatter in the pdf curves due to noise-
pollution effects.

e Small changes in the structural parameters could lead to a detectable
variation in the pdf curves.

By utilizing the changes from the R and D matrices, confidence limits may be

established on observed changes in the system parameters.
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4.5 Ambient Vibration Identification of Vincent Thomas Bridge

As noted earlier in order for ambient vibration analysis to be meaningful, the time
history record must be long. Therefore to validate the reduced-order discrete system
on a large-scale project (MIMO identification procedure), the Vincent Thomas
Bridge (VTB) was chosen to be the test bed. In addition, the study utilized the
recently installed real-time monitoring system discussed earlier in this chapter, and
collected continuous ambient data from the bridge for several days without any
interruptions in the data collected. The following section will discuss the analysis

and results for these data sets.

In this study, the VTB structural system is analyzed as a reduced order discrete
system based on the 15 structural response locations corresponding to the number of
operating sensors located on the superstructure. The base input in not considered in
ambient vibration analysis. Therefore the analysis parameters value used in this

study were n; = 15 and np = 0.

The recorded data from the real-time monitoring system did not have any signal
processing. Therefore before performing any system identification analysis, the
supplied data was further processed to obtain the displacements and velocities
corresponding to the available acceleration records. These algorithms have been
validated in previous chapters. Then the MIMO identification procedure was

utilized in order to identify the system matrices.
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4.5.1 Shifted Window Identification

It is reasonable to assume that during ambient vibfation, the system is mostly linear.
Hence identification may be performed on various time windows of the recorded
measurements. The identification procedure can be performed over these selected
windows and then each window is shifted by a small amount until the end of the
record is reached. The results can then be compiled to track any structural changes.
Statistical results from the shifted response segments can be analyzed for any

indication of changes in the structural dynamics of the system.

There are various factors that affect the ambient dynamics of a monitored system
such as traffic, ambient temperature, wind, and rain. In order to capture the variation
effects in the system identification results, one must have a continuous record
spanning an extensive period of time. Only then can the small changes reliably can
be detected. Therefore, in order to determine the appropriate length of the record
needed for the MIMO technique to work, a long record for several days was obtained

from the VTB. The recorded time history was one-hour long for a total of 97-hours.

The analysis of the data was then performed in accordance with the above mentioned
approach, utilizing a shifted window method where the record was divided into
several segments of equal length and the system identification was performed in
order to obtain the system matrices. The algorithm repeats the process for each

segment, and generates the corresponding M; 71 Ci, My! Ky, natural frequencies,
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eigenvectors, and damping coefficients. Statistical analyses are then performed in

order to detect any pattern changes.

In order to detect changes in the system, the identified matrices must exhibit a
statistically significant change. The purpose of this study is to determine the
required length of data collected where the output of the method becomes stable.
Therefore 97 continuous hours of ambient recording were procured and the statistical
implications of the results were analyzed. The averages for each hour of the 97
hours were plotted and compared for both M 1, Cyy and My K. In order to
choose the most critical component of the matrices the averages were normalized

with respect to the total mean of all 97-hours in accordance with the following

equation:
s, = Ha) (4.18)
Hay
where:
Aporm: Normalized mean difference.
Ui Mean for hour i.
Hall’ Mean for all recorded data.

In addition the covariance was calculated and plotted for the most similar hour in
accordance with the following equation. The following figure shows the normalized

mean difference and covariance for both A/ 4, Cy; and M, ;1 K;; matrices.
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Cov=t"2i 4.19)

O-i
where:
Cov: Covariance.
Hi: Mean for hour i.
o: Standard deviation for hour i.

The 3-D bar plots of the symmetrical sample recorded hour for M 7,1 Cyyand
M| K;; matrices are represented by the following figures. The height of each bar
simply represents the magnitude of each matrix coefficients. It can be clearly seen

that both of these matrices are un-symmetric.
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Figure 4.17: Comparison between the normalized first recorded hour of all element
of M7, C, ;and M, K;; matrices with respect to the entire recorded data.
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Figure 4.18: Comparison between the normalized first recorded hour of all element
of M~ 11 C1pand M; 1'1 K;; matrices with respect to the entire recorded data.

98

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Based on the analysis of both M 4, Cy and M; ;1 K, for several recorded hours,
three representative elements were selected for further analysis; these elements were

K[6,6], K[12,6], and K[13,13].

4.5.2 Probability Density Functions:

Statistical averaging is utilized in order to get a sense of the probability distribution
of the system matrix coefficients. This approach could be utilized to assess and
calibrate the sensitivity of identification approaches to detect, locate and quantify
levels of structural changes. The averaging for these 97 hours was conducted using
69 time-history windows, of one hour length (60,000 points) each, staggered by ten
minutes (6000 points) each. The identification procedure under discussion was

repeated over for each analysis period.

In order to determine if the a Gaussian distribution is a good estimate of the collected
data, a histogram with 100 equal spaced 100 bins was performed on the collected
data. Tt can been depicted in the following figure that the one-hour record shows a
crude fit of corresponding pdf with the same mean and variance, however for the 97-
hour plot it can been seem that fit is much improved. Therefore, the use of Gaussian
pdfis an applicable estimate for comparison of analyzed data. This emphasizes the

need of having very long records for a better estimation of the pdf.
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Figure 4.19: Comparison between histograms and corresponding pdf with the same
mean and variance for 1-hour and 97-hour.
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4.5.3 Identification Results of M; 1 K;; and M; 1'1 C;; Matrices

The identification of both damping and stiffness matrices C;; , K;; enables a direct
dynamic evaluation of the structure. However, it should be noted from the
formulation of the MIMO procedure under discussion that both matrices are pre-
multiplied by M;;” hence adding several complicating factors in the evaluation of
such matrices. For example, if the mass is very small for an element, one can
potentially predict a significant structural change to that element, even though such

an element is very minor in nature.

Utilizing the 97-hour recorded data, and 3-D plots of both stiffness and damping
matrices shown in figures 4.17 and 4.18, three elements were selected for further
analysis. The main focus was to determine at what point the variation of the data is
minimal, assuming that it is known that no change has occurred in the bridge
structural characteristics during the recorded data. The following figures show a
comparison between the estimated pdf’s for varying selected periods for the three
selected elements, the range of comparisons, ranging from several hours to several

days, for both stiffness and damping matrices.
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Figure 4.20: Comparison between the pdfs for 12-hour selected periods.

It should noted from the above shown figure that for stiffness element K[6,6] a 12
hours comparison periods of the pdf’s is a very crude estimate, and one can not make
any estimation of structural changes for such element. Therefore, an increase in the
record is a must. The following figures show the comparison of one day and two

days records.
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Figure 4.21: Comparison of pdjf for element M'K[6,6] of different length of 24 and
48 hours.
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Figure 4.22: Comparison of pdf for element MK[12,6] of different length of 24 and
48 hours.
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Figure 4.23: Comparison of pdf for element MK [13,13] of different length of 24
and 48 hours.

105

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4 H
— lst. day
FAN ——- 2nd. day
3 Lo\ ———- 3rd. day
—_ N | 4th. day
)
)
)
o
[
s
e,
1
0
-1.0 -0.5 0.0 0.5 1.0
Mean
4
— First 2-days
. — —- Second 2-days
3 i )

pdf of C[6,6]
N

-1.0 -0.5 0.0 0.5 1.0
Mean

Figure 4.24: Comparison of pdf of element M C[6,6] for 24-hour and 48-hour.
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Figure 4.25: Comparison of pdfof element M™! C[12,6] for 24-hour and 48-hour.
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Figure 4.26: Comparison of pdf of element M™! C[13,13] for 24-hour and 48-hour.
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The pdf curves clearly demonstrated that the 1/2-day (12-hour) averaging is
insufficient since the curves show such significant variance. The one-day (24-hour)
averaging shows some stabilization but the variation is still significant. At 2-days
(48-hour) averaging, the stiffness matrix indicates minimal variation; therefore based
on the limited study reported here at least several days of averaging is needed for a

meaningful damage detection analysis.

4.5.4 Mode Shapes Analysis

Another important feature of the reduced order method MIMO procedure under
discussion is the extraction of the modal frequencies. In this study, the modal
frequencies are actually computed indirectly after the complete reduced-order system
matrices are identified. This identification method does not make any assumptions

regarding the modal characteristics associated with the identified matrices.

In the reduced-order model of the Vincent Thomas Bridge, the number of degree-of-
freedom is 15 which corresponds to the number of sensors on the superstructure.
Hence, only up to 15 modal frequencies can be identified for each time-history
window. The reduced-order analysis was performed, as mentioned previously, over
several windows with lengths of 60,000 data points (i.e, about 120 fundamental
periods). The eigenvalues and comparing eigenvectors for each segment are then

computed.
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The mean values for the identified frequencies are quite similar. One must analyze
data carefully when using the type of mode-number frequency statistics presented.
Since the total number of modes determined by this method depends on the same
number of active degrees of freedom (r2;), and therefore is quite possible for a system
of a higher order, which the MIMO technique will identify n; modes which are not
the same as the 7; modes in the next window. The least-squares based approach, on
which this method is based, will identify the n; order system that yields the dominant
motion, for the particular response time interval. This feature is common to all
methods which obtain a second order model with physically meaningful parameters
based on discrete location measurements, with no additional a priori information on
the system dynamics. Therefore, conclusions cannot be drawn from the variation
over time of a given mode-number, and the possibility remains of tracking a

particular mode by its mode shape and frequency.

In a linear system, mode shapes are used as a time-invariant basis for the
displacement profile. Therefore for a system with 7; degrees of freedom, the
absolute displacement x (as a function of time #) can be expressed as follows

(Crandall and Mark, 1963):
6! 2.
(1) = ¢, (Ou,e N (4.20)
i=1

where:
c;’s . mode shape coefficients.
u;. mode shapes.
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& modal damping coefficients.

w;: modal frequencies.

The mode shapes are derived as previously shown in the MIMO formulation
approach. For any selected window, a set of mode shapes can be generated. These
mode shapes represent the displacement profile at ;=15 stations for a total of /=15
mode shapes that correspond to the specific window. Each mode shape is composed
of ;=15 discrete points showing the relative displacement at the 15 sensor locations.
Tt should be noted that in this study all recorded acceleration measurements have the
same unit of translational movement. Each plotted mode shape vector is normalized

to have a Euclidian norm of one.

In order to capture a feel for these mode shapes, a 3-D bridge-like model was
developed. However, since most of the instruments are located on the eastern half of
the bridge, only a half bridge model was developed. The depicted mode shapes use
only experimental measurements, no assumptions about the overall response of the
bridge, where no sensors are available, were made. The reason for that is if
interpolating was implemented for the other half of the bridge one can not exactly
determine if the interpolated mode is a symmetric or anti-symmetric. Therefore, the
presented mode shapes in this study are only representing were actual sensor data

were collected.
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In order to maximize the possible structural behavior of the bridge, three different
time periods were selected to be analyzed. It was decided to pick two rush-hour time
periods, since the traffic will be the heaviest, and at least one time of the day when
traffic is expected to be slow. It was decided to select 8 a.m. and 5 p.m. as
representatives of rush hour traffic, and noon would as an example of less traffic.
The following figures depict the first identified 15 modes for the aforementioned

three different time periods.
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Figure 4.27: The identified mode shapes results for 07:45 a.m. until 08:45 a.m.
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Figure 4.28: The identified mode shapes results for 11:45 a.m. until 12:45 p.m.
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Figure 4.29: The identified mode shapes results for 04:45 p.m. until 05:45 p.m.
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4.5.5 Discussion of results

In order to further compare the frequency results from the NASTRAN output and

from the MIMO procedure, the following tables present these results. The results are

very comparable as expected.

Frequency | April 14,2003 | April 14, 2003 April 14, 2003
Number 8:45 a.m. 12:45 p.m. S:45 p.m.
1 0.0600 0.0600 0.0596
2 0.0658 0.0660 0.0646
3 0.0732 0.0734 0.0737
4 0.0925 0.0851 0.0868
5 0.1426 0.1354 0.1394
6 0.1822 0.1701 0.1706
7 0.2045 0.1842 0.1895
8 0.2377 0.2242 0.2153
9 0.2719 0.2725 0.2750
10 0.3168 0.3136 0.3118
11 0.3740 0.3949 0.3789
12 0.4566 0.4391 0.4497
13 0.5381 0.5921 0.5252
14 0.6499 0.6696 0.5759
15 1.0424 1.0071 0.7659

Table 4.9: Corresponding NASTRAN frequency results for the above shown mode

shapes.
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Frequency | April 14,2003 | April 14,2003 | April 14,2003
Number 8:45 a.m. 12:45 p.m. 5:4S p.m.
1 0.0580 0.0593 0.0612
2 0.0692 0.0647 0.0652
3 0.0723 0.0726 0.0733
4 0.0979 0.0867 0.0877
5 0.1472 0.1366 0.1447
6 0.1900 0.1768 0.1727
7 0.2053 0.1819 0.1871
8 0.2205 0.2324 0.2103
9 0.2571 0.2586 0.2436
10 0.3196 0.3018 0.3080
11 0.4324 0.4127 0.4408
12 0.4840 0.4713 0.4859
13 0.5894 0.6552 0.5584
14 0.7290 0.7396 0.6153
15 1.0789 1.0376 0.8272

Table 4.10: Corresponding MIMO identification method frequency values for the

above mentioned mode shapes.

The mode shapes analysis indicates the modes are essentially the same for all three

different hours, without any significant change to the general shape of the identified

mode shapes. In addition the identified modal frequencies are essentially very close

to the first ten modes, while there is a more significant percentile change in the

higher order frequencies.

In addition, it can clearly be observed from the real-time monitoring, that a

statistically significant collection of long records is needed in order to be able to

recognize any pattern of change. The real time monitoring method is an ideal

method to utilize in collecting a long record of data.
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4.6  Optimum number of sensors on the Vincent Thomas Bridge

The number of sensors on the Vincent Thomas Bridge is far from being adequate for
obtaining sufficient spatial resolution of the identification results. Therefore, this
part of the study focuses on determining the optimal number of sensors needed in
order to perform a reliable structural damage detection investigation. The main
focus of this section consists of generating synthetic data via a very detailed finite
element model of the bridge, and then utilizing the identification approach under

discussion to detect the pre-established structural changes.

4.6.1 Description of the Finite Element Model for VIB

In order to have a more reliable approach to the structural changes of the VTB bridge
a detailed finite element model was used in generating the synthetic data. The
detailed finite element model consisted of a model similar to the one developed
during the VTB seismic retrofit program. This study utilized a NASTRAN platform
for performing the finite element analysis. The finite element model consisted of
11980 nodes. In addition the analysis of the suspension bridge included the

following general features:

¢ Geometrically nonlinear formulation.

e Multiple support ground motion.
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The bridge model was idealized as assemblies of finite elements in order to capture
the complicated geometry, stiffness and inertia effects. Several elements were used
in modeling, the VTB model could be categorized in four main categories, these

categories are the bridge deck, towers, cable system, and boundary conditions. The

following discusses some of the main elements of the suspension bridge:

The deck category included the stiffening trusses, lateral bracing, cross beams,
stringers, and reinforced concrete deck. For the stiffening trusses, the chords,
verticals, and diagonals were modeled with 3-D elastic beam elements. The lateral
braces were modeled with 3-D truss elements. Elastic elements were used initially;
significant inelastic behavior of the braces was evaluated using either the
methodology of elastic/plastic tension. The cross frames were modeled with 3-D
elastic beam elements. Plastic hinging elements were used where necessary. The
stringers were modeled with 3-D elastic beam elements and inelastic behavior was
again not anticipated. The reinforced concrete deck was modeled with elastic
membrane elements, composite with the chords of the stiffening trusses. When
tension stresses were high enough to crack the deck, the inelastic behavior of the
deck was simulated by modeling with either:

e Strut (compression only) and tie elements.

e Inelastic concrete material.
The joints in the deck (and the dowels across the joints) were included in the model.
The sharing of the lateral load between the lateral braces and the reinforced concrete

deck, and the transfer of load (through the cross frames) from the deck to the lateral
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bracing at the ends of the span, was of particular interest (since only the lateral

bracing is connected to the wind shoes).

The tower category consisted of tower shaft, tower bases, tower struts, wind shoes,
and anchorages. The tower shafts were modeled with 3-D beam elements. Although
elastic elements were used initially, demand/capacity ratios were for peak stress
versus critical or yield stress. The tower bases shafts were modeled with a grid of
gap/impact elements to capture any rocking or uplift of the towers. The anchor bolts
restraining the tower shafts were modeled with elastic/plastic truss elements (with
initial stress). When there was significant yielding of the tower bases, the bottom
portion of the tower shafts were modeled with membrane finite elements so the
rounding of the tower bases was properly reflected in the global behavior of the
bridge, and so that consistent forces and displacements were supplied for the detailed
analysis of the tower bases. The tower struts were modeled with 3-D beam
elements. The gusset plates were modeled with rigid beam elements. Elastic
elements were used initially; significant inelastic behavior of the struts was evaluated
using one of the following methodologies:

e Elastic/plastic tension only braces.

¢ Inelastic braces.
The wind shoes were modeled with gap/impact elements. The refinement of the
modeling was dependent on the importance of the impact. Rayleigh damping was
also included in the model. The anchorages were modeled with lumped masses,

located at their center of gravity.
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The third category was the cable system which consisted of main cables, suspenders,
cable bents. The main cables were modeled with 3-D elastic truss elements. The
mode! was finely discretized near the towers to capture the transverse forces on the
substructure elements. Each suspender was modeled with a 3-D elastic truss
element, no compression allowed, and the cable bents were modeled with 3-D beam

elements. Plastic hinging elements were used when necessary.

The final category consisted of boundary structures, impedance matrices, damping,
and links. For the boundary structures, the approach structures were modeled with
boundary springs and masses. The impedance matrices were coupled 6x6 degree of
freedom impedance matrices were used to support the model; stiffness, mass, and
damping matrices were used beneath the anchorages and towers. The model was
driven with equivalent force input derived so as to reproduce the free field motion in
the absence of the structure. The damping was included as viscous dampers in the
model since they were added to the VTB as part of the retrofit schemes. Linear
dampers were used, or more general force-velocity relationships were used where
appropriate. Dampers were added between the spans and the towers and cable bents.
They were modeled with nonlinear damping elements with a force-velocity
relationship of

F =(25kip-sec/in)-V , at the towers, and

F =(50kip-sec/in)-V , at the cable bents bottom chords of the trusses.
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One damper was placed on each chord of the bridge, at each of the six expansion
joints between the spans and the towers and cable bents. The /inks between the cable
bent trusses were attached to the end verticals of the stiffening trusses at the floor
truss top chords. The “Hinges” were inserted into the side span stiffening trusses,
effective for vertical bending only. This was accomplished with the following
details:
¢ Portions of the bottom chords of the stiffening trusses were removed at
specific location points.
e New diagonal and vertical members were inserted into the model, adjacent to
the hinges.
e New floor trusses were inserted into the model, at the locations of the hinges.
e End releases, simulating physical hinges, were inserted into the ends of the
diagonal chord, and vertical members meeting at the hinges.
e Dampers with a force-velocity relationship of
F =(100 kip- sec"? /in"?)-V""* were put in place of the removed portion of
the chord members.
e Structural fuses with a capacity 1600 kip were put in parallel with the

dampers (to carry live load); these can break during the seismic excitation.

4.6.2 Description of the FEM analysis on the Vincent Thomas Bridge
The finite element model was used extensively to generate synthetic data through
different scenarios. The goal of this study was to determine the optimum number of

sensors needed to get a reliable evaluation of the bridge behavior. First of all, a
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static evaluation of the bridge was performed to determine the highest stressed
member of the bridge. The dynamic analysis was then performed by first applying a
uniform white noise through a unit load in all directions at the deck, and the dynamic
analysis was repeated after reducing the stiffness of the highest stressed member by

99% or virtually eliminating such a member.

The analyses were repeated several times utilizing 21, 39 and 75 sensors spaced
equally throughout the bridge. It was found that most practical and optimal number
of sensors was 75 sensors. Acceleration data from both un-damaged and damaged
analyses were obtained from the FEM for 75 sensor locations on the deck. Figure
4.30 shows the global locations of these 75 sensors. It should be noted that the upper
locations of these sensors only record the vertical motion, while the lower locations

record both vertical and lateral motions.

Figure 4.30: Deck sensors location of the FEM of the VTB model. The upper
sensors record only vertical motions, while the lower ones records both vertical and
lateral motions.

It was determined from this analysis that the 75 sensors were adequate to detect
changes such as the idealized “damage” introduced in this study in the bridge. The
next approach was to determine the minimum number of sensors one can use to

detect changes in the bridge. Therefore the next part of the study was carried further
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by utilizing the MIMO procedure with a “roving” set of different number of sensors.
The roving method consisted of utilizing only selected numbers of the 75 sensors
then shifting the fixed number of sensors and repeating the analysis again until the
entire 75 sensors are utilized in the analysis. Three different sets of numbers were
selected for this study, 9 channels at a time, 18 channels, and finally 36 channels.

The following figures demonstrate the main idea behind the roving method.

Figure 4.31: Roving method for 9 channels. The upper sensors record vertical
motions only, while the lower sensors record both vertical and lateral motions.
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Figure 4.32: Roving method for 18 channels. The upper sensors record vertical
motion only, while the lower sensors record both vertical and lateral motions.

Figure 4.33: Roving method for 36 channels. The upper sensors record vertical
motion only, while the lower sensors record both vertical and lateral motions.
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4.6.3 Comparison of the identified results of the FEM schemes

The purpose of the study using simulated data from the finite element method was to
determine the validity of the MIMO identification procedure, and to determine the
optimum number of sensors needed for the method to provide reliable results. The
various roving methods were implemented and the results were investigated. The
following figure shows the comparison between the various sets. The results were
normalized by each reference non-damage case. For instance the analysis included
damage and non-damage for data sets with the same number of sensors, and the
results were then normalized by the non-damaged case in accordance with the

following equation:

%Error - fNoDamage - fDamage x 100 (421)

NoDamage
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Figure 4.34a: Results of 9 roving channels throughout the deck.
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Figure 4.34b: Results of the 9 roving channels throughout the deck.
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Figure 4.35b: Results of the remaining 18 roving channels throughout the deck.
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4,6.4 Discussion

The advantage of having a detailed finite element model (FEM) is the ability to
generate significant amounts of synthetic data and validate analytically any system
identification method. This analysis indicated that the MIMO identification
procedure is a viable method for system identification. The other part of the study
was to determine the optimum number of sensors needed in order for the MIMO
identification procedure to detect changes. The FEM was utilized to output 75
channels of acceleration data from both a non-damaged case and a damaged case.
First, the 9 roving channels method of the 75 total was utilized, then the 18 channels
and finally the 36 channels, as shown in earlier figures. It may be concluded from
the 9 and 18 roving channels figures that significant percentage of error occurs in
these methods. The percentage error ranges from 2% to 50%. However the 36-
channels method seems to have a very small range of error. In addition, it can
observed from the previously shown roving figures that the percentage of error seem
to increase as the roving channels are closer to the damage location in the 9 and 18
roving channels, however in the 36 channels scheme the damage detection seem

minimal.

One must be careful in analyzing these data. The high percentage of error could be
attributed to the fact that as these channels move along the bridge deck, they are not

detecting the dominate frequencies in that section of the bridge. This can be easily
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shown through the increase of the number of sensors on the bridge. Therefore, from
this discussion we can determine for this type of identification a uniform distribution
of sensors on the bridge is more adequate in detecting changes than the roving
method. The ideal number of sensors needed for this structure, in order to detect

global changes, was established to be 75 sensors throughout the bridge.

4,7 Conclusion

This chapter tackled several aspects of system identification for a large scale system.
The Vincent Thomas Bridge (VTB) provided a very challenging and realistic test
bed. The utilizing of the Multi-input-multi-output identification procedure was
validated via the use of both the real-time ambient monitoring data and via the

complicated finite element model.

For the ambient vibration problem of the VIB, the reduced-order discrete system
was developed based on 15 structural response locations, and 10 support inputs.
However, since only the ambient response was measured, (i.e. no forced excitation
measurements were available) the 15 response locations were utilized in the analysis.
Since this represents a reduced-order, the modeling of this system will naturally
incorporate some error due to the unavailable measurements. This inherent
limitation due to low spatial resolution of the sensing, affects the range of

conclusions which may be drawn from the identified reduced-order model.

133

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



It may be concluded in order for ambient vibration method to be effective, very long
records need to be collected. Based on the analysis presented in this section,
continuous records on the order of several days will be needed for “stable” statistical

measurements of the system response.

This chapter demonstrated the difficulties encountered in utilizing the reduced-order
method. These difficulties include the low spatial resolution of the sensor array and
the significant dynamical changes of the structure due to ambient dynamic
environment changes throughout the day. The capability of the method was
demonstrated by the FEM synthetic data; however, in order to improve the validity
of the reduced-order model the enhancement of the spatial resolution is needed

through increasing the spatial resolution of sensor instrumentation.
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Chapter 5

Frequency Response Method

5.1 Introduction

Frequency response analysis is a method used to compute structural response to
steady-state oscillatory excitation. In the frequency response analysis, the excitation
is explicitly defined in the frequency domain. All of the applied forces are known at
each forcing frequency. Forces can be in the form of applied forces and/or enforced
motions (displacements, velocities, or accelerations). Oscillatory loading is

sinusoidal in nature (Crandall and Mark, 1963).

The focus of this chapter is to analyze the validity of the frequency response method
in detecting changes in large-scale structures such as a long-span bridge. This
chapter will discuss the background of the transfer function method, the formulation

of the problem, the process by which the study was carried out, and the results.

5.2 Background Frequency Response Excitation Relation for Linear Time -

Invariant Systems

A linear and time-invariant vibratory system can be represented by a set of linear
differential equations of motions with constant coefficients. For example, a single

degree of freedom system can be described by a single second-order ordinary
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differential equation. Therefore a two-degree-of-freedom system can be described

by two second-order ordinary differential equations, and so on.

In general the excitation-response relation could be presented schematically by the

excitation history x(?) and the response history y(z) as shown in Figure 5.1.

x(1)

Excitation

()

Response

Figure 5.1: Schematic Presentation of Excitation-Response Relation.

As mentioned, this is the general form of the relation without any particular
description of the parameter. However, when we consider a particular system, it is
necessary to describe the precise nature of these parameters. If x(?) is a specific
deterministic time history, it is possible to get a specific answer for y(?) by
integrating the differential equation of motion with specific initial conditions. There
are many techniques for obtaining solutions for linear differential equations with
constant coefficients. There are two distinct methods for solving such equations.
The first method is referred to as the frequency response method with Fourier
integral and the second is the time domain method referred to as impulse response
with superposition of the convolution integral. The two methods are essentially
Fourier transforms of each other and hence directly related. This section will
introduce the theoretical background of each method, and then perform a complete
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comparison with a five-degree-of-freedom model analysis in order to verify the

similarities of results from these methods.

5.2.1 Frequency Response Method

The response of linear time-invariant systems with a steady state simple harmonic
motion is also steady state simple harmonic motion at the same frequency. The
phase and amplitude of such a response is also dependent on the frequency. The
frequency response is a complex quantity H(w) described by its dependence on

iwt

amplitude and phase. When the excitation is the real part of ™, then the response

is the real part of H(w) e™ . However the complex frequency response H(w) is

analytically obtained by expanding the excitation x(?) as x = ™ and hence will
yield:
y=Hw) ™ 5.1

iwt

in the differential equation of motion, by canceling ¢™ terms and solving for H(w).
The information presented in the frequency response H(w) for all frequencies is
sufficient to obtain the response y(#) to an arbitrary known excitation x(#). This is the
well known principle of superposition. This principle applies to linear systems and
is performed in the frequency domain utilizing the Fourier transform method. For
instance if x(?) is periodic, then it can be deconstructed into sinusoids forming a

Fourier series. Hence the response to each separate sinusoid is provided by H(w).

137

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



These responses form a new Fourier series that represent the response y(¢). The case

when x(2) is not periodic, will result in a Fourier transform of the form
x(w) = [x(@e™ dt (5.2)

The superposition concept is valid for each frequency component. This results in the
following equation as the Fourier transform of the response y(?).
Y(w) = H(a)X(w) (5.3)

The response is then represented by the Fourier integral.
1 B iwT
yw)=— IY w)e™ dr 54
27 =,

The general input-output relation can be represented by reconstructing the above

mentioned equation to the following general form:

y(t) = —217; T T Hw)e™ x(v)e " dr dw (5.5)

— 000

Knowledge of H(w) will allow evaluation of equation 5.5 to give the response y(?)
for an arbitrary excitation x(?). The general input-output relation represented by
equation 5.5 is very important in random vibration analysis. Such a relation holds

for every corresponding pair of samples in the input and output random process.

5.3  Analysis

The above mentioned transfer response function is the theoretical background of the
method. In order to evaluate the frequency response method, several study cases

were evaluated based on the use of finite element method (FEM) frequency response
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function models. The first step of the study was to validate the FEM frequency
response method. Next, the study considered the complex long-span bridge structure
of the Vincent Thomas Bridge. The following section summarizes the analysis

performed.

5.3.1 Description of Modal Frequency Analysis

The modal frequency response analysis is the alternate approach used in the finite
element model in order to compute the frequency response of a structure. Mode
shapes of the structure are used in this method to reduce the size, uncouple the
equations of motion (when modal or hence no damping is used), and therefore make
the numerical solution more efficient. Since the mode shapes are typically computed
as part of the characterization of the structure, modal frequency response is a natural
extension of a normal modes analysis. The first step of the formulation is to
transform the variables from physical coordinates {u(w)} to modal coordinates ()
in accordance with the following equation (Berkely 1996):

{x} =[gl{&(@)}e'™ (5.8)
The mode shapes [@] are used to transform the problem in terms of the behavior of
the modes as opposed to the behavior of the grid points. Equation (5-8) represents
an equality if all modes are used; however, because all modes are rarely used, the
equation usually represents an approximation. To proceed, temporarily ignore all
damping, which results in the undamped equation for harmonic motion

- &’ [M]{x}+[K]{x} = {P(@)} (5.9)
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at forcing frequency w. Substituting the modal coordinates in Eq. (5.8) for the

physical coordinates in Eq. (5.9) and dividing by €', the following is obtained:

-’ [M1[BH{&(0)} + [K1[$1{E (@)} = {P(w)} (5.10)

Now, this is the equation of motion in terms of the modal coordinates. At this point,

however, the equations remain coupled. To uncouple the equations, pre-multiply by

[#]" to obtain

- 0’ [#] IM][91{E(@)} + 4] [K1[91{é(w)} = [4] {P(@)} (5.11)
where

[#] [M1[#] = modal (generalized) mass matrix
[#] [K][#] = modal (generalized) stiffness matrix

[#]"{P}=  modal force vector

The final step uses the orthogonality property of the mode shapes to formulate the
equation of motion in terms of the generalized mass and stiffness matrices, which are
diagonal matrices. These diagonal matrices do not have the off-diagonal terms that
couple the equations of motion. Therefore, in this form the modal equations of
motion are uncoupled. In this uncoupled form, the equations of motion are written
as a set of uncoupled single degree-of-freedom systems as

~0*m& () + k(@)= p,(@) (5.12)
where

m ; = i-th modal mass
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k; = i-th modal stiffness

pi=1-th modal force

The modal form of the frequency response equation of motion is much faster to solve
than the direct method because it is a series of uncoupled single degree-of-freedom

systems.

Once the individual modal responses &, (@) are computed, physical responses are

recovered as the summation of the modal responses using

{x} =[gl{(w)}e’™ (5.13)
These responses are in complex form (magnitude/phase or real/imaginary) and are

used to recover additional output quantities.

It is possible not all of the computed modes are required in the frequency response
solution. One needs to retain, at a minimum, all the modes whose resonant
frequencies lie within the range of forcing frequencies. For example, if the
frequency response analysis must be between 200 and 2000 Hz, all modes whose
resonant frequencies are in this range should be retained. In the present analysis,
over 1280 frequencies were included. This guideline is only a minimum
requirement, however. For better accuracy, all modes up to at least two to three
times the highest forcing frequency should be retained. In the example where a

structure is excited to between 200 and 2000 Hz, all modes from O to at least 4000
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Hz should be retained. The frequency range selected in the eigenvalue range to be
included is one means to control the modes used in the modal frequency response

solution.

5.3.2 Validation of the FEM

The FEM was validated by applying two different scenarios on a five degree of
freedom system. The system consisted of five masses of 5 unites connected in series
with springs with stiffness, k = 5000 unites, and critical damping of 5%. The first
scenario consisted of the impulse response method. The system was subjected to a
unit impulse for a duration of 0.01 second. The synthetic recording characteristics
consisted of a sampling rate of 1000 Hz for 100 seconds, a total 100,000 time steps,
for a frequency range from 1 to 10 Hz. The formulation of the impulse response
consists of the following equations of motion for the uncoupled five degree of

freedom system:
[MU{E}+[CHE} +[KI(E} = {P} (5.14)
The next step is to utilize the Duhamel integral to obtain {E},{E},{&} for all degree
of freedoms. The determining of the acceleration is accomplished by multiplying of
the transpose of mode shape functions as follows:
{5} =41 {{(@)} (5.15)
Finally an FFT is performed on the acceleration records and compared to the

frequency response function of the system as discussed earlier. Figure 5.2 shows the

comparison between these two methods. It can be observed that the two methods
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have a good match in the specified frequency ranges. This step was done to validate

the FEM frequency response method.

Comparison of FRF
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Figure 5.2: Comparison between the FFT of the impulse response and the frequency
response method.

It can observed that the above figure that the two methods have a good comparison
within the frequency range specified in the validation, which was 10 Hz for this
study. It was concluded from this comparison that the finite element frequency

response method is adequate to be utilized as an identification tool.
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5.3.3 Description of the Case Studies

Since the comparison between the impulse response and the NASTRAN frequency
response approaches revealed promising results, the study progressed to the more
complicated bridge model. The study focused on analyzing the complex finite
element model already developed for the Vincent Thomas Bridge. This model was
already discussed in previous chapter. The model consists of 11980 nodes. Figure
5.3 depicts the FEM of the Vincent Thomas Bridge. The load applied to the deck
consisted of a unit impulse load at selected nodes in all directions on the deck of the

bridge. Figure 5.4 shows the loading scheme of the bridge deck.

,

Figure 5.3: Finite Element Model of the Vincent Thomas Bridge.
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Figure 5.4: Loading scheme of the bridge deck.

5.4 Discussions

The analysis consisted of applying a unit impulse load at each load node shown in
Figure 5.4 and measuring the response for all other nodes on the bridge. In order to
have a meaningful analysis, several cases were evaluated. First of all, the base no-

damage case had to be developed as the reference case. Such a case represents the
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response of the bridge without any structural modifications. This was established by
applying the unit impulse loads and measuring the response to every node
throughout the structure. The next case was to perform structural changes on the
bridge by determining the high stress level member which is located at the center of
the bridge at the lower deck cord, reducing its stiffness by 99%, then applying the
unit impulse load at every node and measuring the response similar to the reference
case, and finally performing the comparison to determine if this method could

determine and locate the changes in the structure.

In order to demonstrate the results of this method, five nodes were selected on the

deck. These locations are shown in Figure 5.5.

Figure 5.5: Selected nodes on the bridge deck

The frequency responses of these nodes were then compared to the reference case.

The comparison results could be summarized as follows:
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e Determining the transfer function of each node in all directions.

e Computing the area under the transfer function curve for the x, y, and z
directions.

e Summing the area under the transfer function curves.

e Repeating the above steps for the damage case.

o Subtracting the difference between the damage and no-damage cases for each
node.

e Normalizing the area with respect to the no-damage case.

The above steps are shown in Figure 5.6. This figure shows a comparison between
the five nodes shown in Figure 5.5 of the vertical direction response for each node.
The horizontal axis represents the distance along the bridge, It should be noted that
the centerline of the bridge is located in the middle of the plot at number zero, and
15000 inches (1250 ft.) on each side of the centerline. The vertical axis is the
normalized area percentage error, which represent the cumulative area difference
under the transfer function curves normalized with respect to the referenced case.
Therefore the response of nodes 2016 and 3980 show the least amount of area
change, and therefore both of these curves are the closest to origin baseline. These
nodes are located at each end of the bridge (Figure 5.3) where the influence would be
very minimal as expected. As the nodes get closer to the damage location, the
normalized error area under the curves increases. For example, node 3885 has the

highest normalized area change, as it can observed from Figure 5.3 node 3885 is
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located very close to the damaged area. This observation is very important

considering the structural change is near that area.

Transfer Function in the Z Direction

—@— Input Location 2016
—&— Input Location 3858
—— |nput Location 3885
—w— Input Location 3932
—&— Input Location 3980

Area Normalized Error

15000 76000 5000 0 5000 10000 ~15000

Distance Along Bridge

Figure 5.6: Comparison of the normalized error area of the transfer function of
nodes along the bridge deck.

5.5 Conclusions

The above mentioned analytical study demonstrated the validity of the transfer
function method for detecting changes in a complex structure. The study focused on
synthetic generated data via the finite element method. The obvious follow up step
of this study is to validate it on a complex experimental model. This method shows
promising results for the structural health monitoring method for large complex

structures such as bridges.
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Chapter 6

Conclusions

This study has explored an array of system identifications and modeling approaches
for large, complex dynamic systems. Significant effort was focused on the
validation of a previously-developed multi-input/multi-output (MIMO) identification
technique. However, prior to even validating this method, various factors, including
the accuracy of using only acceleration measurements to obtain integrated velocities
and displacements, were evaluated in order to assure the identification results would
be as accurate as possible. Hence, the first step was to develop and validate the data
processing algorithm, which included the integration technique of acceleration data
through comparison with physical measurements, and through the use of a vision-
based method, in order to obtain direct deformation measurements. The validation

studies were performed in the laboratory and on the Vincent Thomas Bridge.

The data processing algorithm was validated both in the laboratory and on simulated
data similar to what can be expected from a large-scale dispersed structural system.
The study was performed on a range of frequencies with simulated noisy data in
order to assure that the data processing will capture the dominant frequencies and
accurately determine both velocities and displacements. This method proved to be
extremely accurate on both laboratory and synthetic simulated data. The data

processing algorithm is very much needed in order to obtain accurate system
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identification results. The algorithm was further validated by the use of the vision-

based measuring method to obtain direct displacement measurements from the VIB.

The vision-based method was first calibrated in the laboratory in order to assure its
effectiveness in the field. Then it was deployed on the VIB for actual field
implementation. This technique has also proven to be quite accurate in directly
obtaining the displacement of large-scale structures. As demonstrated in an earlier
chapter, this method has significant advantages as compared to the commonly used
GPS method, mainly the accuracy of acquired data. In addition, this method is not
restricted to measuring the motion of bridges and similar large-scale structures, but

can be used on any size structural system.

The next step of the study was to obtain very long acceleration records in order to
minimize the ambient affecting factors, including varying traffic loads, wind, varying
temperatures, and rain. These long acceleration records were obtained through the
use of the real-time monitoring system installed in early 2003 on the VTB. Data
were then processed utilizing the MIMO identification technique. In addition, the
identification technique was utilized on synthetic simulation studies of a large
complex finite element model of the VIB, and subsequently used on both ambient

vibration and strong motions acceleration data from the VIB.

The MIMO identification technique showed promise for detecting changes in large

complex structures; however, several factors need to be recognized in order to have a
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more reliable technique. The number of instruments utilized on the VIB was not
near enough to accurately determine the location of the damage. The spatial
resolution of these instruments was sufficient to determine the global changes of the
system, but not a local change. In addition, for ambient vibration, the monitoring has
to be performed for long periods of time, on the order of days, for the statistical
averages to be more accurate. A minimum of two days of continuous recording
needs to be completed in order for the system to stabilize with regard to

environmental effects such as temperature, wind, and rain.

While continuously recording ambient measurements from the VTB through the use
of the above mentioned real-time monitoring system, a small earthquake with a
magnitude of 5.4M struck Big Bear City. Data was collected and analyzed via the
MIMO identification technique. Additionally, a detailed ambient vibration analyses
was performed on the large sets of acceleration data collected from the VIB. This
analysis indicated the number of sensors on the bridge was far from adequate in

order to perform system identification.

Simulation analyses were performed on synthetically generated data from a complex
finite element model of the bridge. The simulation studies were focused on
determining the optimum number of sensors needed to perform system identification.
First a roving technique was implemented with a set number of sensors ranging from
9 to 36 being placed at one end of the bridge while synthetic motion was generated.

Next, the sensors were moved over one step. This process was repeated over and
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over again until the sensors reached the other end of the bridge. This method proved
to be inconsistent as changes varied significantly along the bridge deck. The reason
for this inconsistency could be attributed to several factors, including modeling
errors and the low spatial resolution of these sensors. Furthermore these sensors
detected different dominant frequencies in the roving range as they moved along the
bridge deck. All these factors could have affected the results significantly; hence it
was determined the roving method is not adequate for detecting global structural
changes. Clearly, a dense uniform distribution of sensors is a more accurate

approach.

Lastly, a forced-excitation approach to obtain the VTB transfer functions was
studied. This technique was found to be a fairly accurate method in detecting and

locating structural modifications in large-scale structures.

6.1 Recommendation for Future Research

There are numerous technical hurdles which must be investigated and resolved
before the full promise of the important emerging field of SHM of dispersed civil
structures, including long-span bridges, is realized, thus leading to a reliable and

useful SHM methodology ready for field implementation.

The development of some powerful analysis tools for extracting useful information

about the detection, location, and quantification of changes in the structural
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parameters of monitored bridges such as the VIB can be quite useful to the owners
of such structures. To minimize the environmental changes in a large complicated
structure, it is recommended that traffic count, rain, wind and temperature gauges be
installed and monitored. Furthermore, the monitoring should be of a continuous
nature in order to obtain adequate statistics. Based on obtained results from the
MIMO identification technique, the number of instruments on the VTB should be at
least of two orders of magnitude more in order to accurately capture the modal

characteristics and increase the reliability of the damage detection.

Based on the experimental results obtained from this research, it is also
recommended that additional verification be performed on the vision-based method.
In order to enhance surveillance capabilities, and high-fidelity monitoring of field
deformation measurements at selectable locations and orientations, and increase the
reliability of the vision-based measuring method, several cameras should be installed
on the ground level and multiple targets on the bridge should be monitored. Figure

6.1 depicts the schematics of this recommendation.
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Optical Displacement Tracking

Figure 6.1: Schematic locations of the recommended additional vision-based
monitoring.

Another important recommendation is that the finite element model of any
complicated structure should be validated through the use of forced-excitation. As it
was successfully demonstrated, this method is a powerful tool in identifying damage;
it is also a powerful tool in determining the base line system matrices, and the
dominant frequencies of such structures. The forced-excitation method is a general
identification technique for other types of structural systems. Since most structural
vibration designs are based on a developed finite element model and several factors
can not be modeled accurately during the analysis phase, the finite element model

should be validated via forced vibration tests. Several methods could be utilized
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including the snap-back tests and the impact load tests. The input force is known in
these tests, thus leading to a more accurate determination of the system motions.
After the validation of the finite element model is accomplished, one can perform
any sort of simulation and analysis on the calibrated model. In addition any further

analysis performed on such structures will now be highly reliable.

Furthermore, for new large-scale structures the validation of the mathematical
model, and the vibration analysis should be conducted prior to putting the structure
in service. Then the base reference line condition can be easily developed, and the
monitoring can begin. Monitoring of the structure will decrease the maintenance

costs and assure a more reliable functioning structural system in the long run.
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