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ABSTRACT

Transient flow in a piping network was studied using both experimental and computer
models. In the present study, three different numerical methods, the method of
characteristics, the two-dimensional method, and the implicit method, are presented and
discussed. Experiments for transient flow in a piping system has also been conducted to
verify the computer model.

The method of characteristics was developed using two traditional governing
equations namely the continuity and the dynamic equation. The two-dimensional method
was developed using cylindrical coordinates with transient computation employing an
explicit scheme. Logarithmic velocity profiles are used in the cross section of a pipe and the
hydraulic head as a function of space and time are computed. The implicit method was also
developed using the same governing equations as that used in the method of characteristics
with the implicit scheme for the finite difference analysis. Experimental investigations were
conducted in order to measure the pressure time history for transient flow. Both frictional
head loss and various minor losses in the piping system were measured experimentally. The
equivalent head loss coefficient C, has been introduced in this study for both the method of
characteristics and the implicit method. After conducting several experiments, the equivalent

head loss coefficient C, for the experimental piping system in the present study was

determined. All of the numerical methods were compared with the experimental data. The
results of different methods of computation developed in the present study agree well with
the experimental data. Six cases of numerical simulation for transient flow in distribution

system were considered to demonstrate the transient effects in a distribution system. These

XViil
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cases are the simple looped network, small city model, small city model with backflow
prevention assembly, small city with surge tank, medium sized city model, and the large
sized city model. Each case was simulated with specified scenarios.

The numerical methods developed in this study have been found to be a promising
simulation tools for the solution of transient flow in a distribution system. These numerical
methods can be used for the design of distribution system subject to ftransient flow.
Moreover, it can be used as operational tools to protect the distribution system from the
excessively high pressure, column separation due to excessive negative pressure, or any

undesirable incidents in a distribution system.

XiX
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CHAPTER 1
INTRODUCTION

1.1 Background

One of the most significant hydraulic engineering accomplishments has been the
development of the potable water distribution systems. Through engineered distribution
systems, potable water can be delivered to users at relatively high elevations such as
occupants within tall buildings or to hillside residents. A wide variation in ground elevation
causes pressure existing in distribution system to vary markedly. Variable water demands
and water usage patterns can also produce significant variation of system pressure,
especially when the changes are sudden such as when main breaks occur in the distribution
system or during fire fighting activities. The system response to these sudden changes in
water demand can create transient flow that could induce many undesirable consequences
such as excessive negative pressure, backflows or back siphonage. Thus, it is important for
engineers to explore various transient flow phenomena and to develop emergency response
strategies in order to minimize the negative impacts.

A piping network system is typically designed for certain normal operating conditions
and should be operated by operating guidelines. Failure to do so can cause significant
property damage, tragic accidents or tremendous economic loss. To design such systems,
various parameters and network geometry are defined and analyzed for transients caused by
certain scenarios. If a system’s response such as exceeding the limits of maximum and
minimum pressures is unacceptable, then parameters or network geometry of the system has
to be changed and the analysis should be performed again. Therefore, analysis of transient

flow in distribution system is an important undertaking.
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For the present study, numerical analysis for transient flow in distribution system has
been performed. The method of characteristics, the two-dimensional method, and the
implicit method have been developed for the numerical analysis of transient flow.
Experiments for transient flow in a piping system have also been conducted. Results of the
computer models are compared with the experimental data. Numerical simulations for
distribution system with the different scenarios have also been performed in the present

study.

1.2 Review of Previous Studies

The water hammer phenomenon has been noticed for hundreds of years. Along with
broad applications of computer modeling, the method of characteristics has been refined in
the last two decades. There are several methods suitable for the numerical analysis of piping
systems. These are two-dimensional model, the implicit method, graphical analysis, the
explicit finite-difference method, and the finite element method. Both the explicit method
and the fully implicit method have stability problems or running time problems. Even
though significant advances in the analytical study of transient flow have been made, it was
still a formidable task to simulate transient flow in large distribution system because of the
large computation time required, as well as proper specifications of boundary conditions for
various hydraulic devices, and system parameters.

Chaudhry (1979) provided a comprehensive and systematic discussion of hydraulic
transients and presented methods of transient analysis suitable for digital computer solution.
He developed computer model using the method of characteristics. Chaudhry also discussed

practical applications to pump stations, nuclear power plants, and industrial piping systems.
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Silver-Araya and Chaudhry (1997) developed a new model for the computation of unsteady
friction loss in transient flow. He showed the energy dissipation in transient flow could be
estimated from the instantaneous velocity profiles. The instantaneous velocity profile
through the cross section was used to estimate the unsteady energy dissipation of one-
dimensional model. Silver-Araya and Chaudhry’s the energy dissipation factor can be used
in combination with the method of characteristics to model unsteady frictional loss in
transient flow. That was a major advantage for practical applications. Silver-Araya and
Chaudhry showed the results of computation only in duration of 0.4 second because of
computational time and memory requirements of computer. Time duration of computation
should be long enough to observe the energy decay. Computation using a new model
underestimated the energy dissipation when compared with experimental data in duration of
0.4 second.

Watters (1979) provided a general treatment on water hammer in the piping systems.
He specified boundary conditions associated with different hydraulic devices in the
distribution system under transient flow conditions. He provided computational results using
the method of characteristics for the transient flow in a single pipe. However, computational
results he presented were too limited to allow a detail comparison. Moreover, the time
increment At he used appeared to be too large. Watters used Darcy-Weisbach frictional
coefficient for the head loss term. Comparing with experimental data, this steady state
friction term using Darcy-Weisbach frictional coefficient underestimated the head loss in
transient flow analysis.

Wylie (1983) presented transient flow analysis in distribution systems using
microcomputers. His analysis includes the concepts for system data handling. He also

introduced ideas to realize computational efficiencies when using the method of
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characteristics. Alternatives to the method of specified time intervals, algebraic treatment

SAxQ
4

and boundary condition for series connection were discussed. Wylie suggested that ADAa
a

should be much less than unity to achieve a stable solution ( ({ g);Q <1). Valuable
a

information for the computation was given in this paper. However, a simple improved
modification in the friction term was not well documented in this literature. When the
method of characteristics was used for the analysis of transient flow, further investigation in
the energy decay under a large time domain is needed.

Kamey (1990) developed an alternative interpretation of transient conditions in a
pipeline and simplified the presentation of transient information. He also discussed the
importance of energy relations, the proper expression of internal energy, energy
transformations, and compressibility. Kamey (1992) showed the results of simulation for
transient flow in simple pipe networks. The method of characteristics was used for this
simulation and a few simple hydraulic devices and boundary conditions are simplified. In
1995, Karney discussed the relatively unexplored area of transients in complex pipe
networks. The behavior predicted by a network transient model was compared with the
results of field-testing. The computer model was generally in agreement with the trend of the
field data but the computer model poorly represented the long-term decay of transient flow.
Kamey discussed several reasons for the larger energy dissipation than the results predicted
by the computer models. In this analysis, many pipelines are neglected for the simplicity and
a lot of minor losses and hydraulic devices are neglected as well. He was suggesting an
“artificial damper”, but it wasn’t sufficient to explain the differences in the results. Karney
used Darcy-Weisbach frictional coefficient for the head loss term. This steady friction term

in his model also underestimated the actual head losses.
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Vardy et al (1993) computed unsteady friction using “weighting function model” in
turbulent flow. This model was used in a conventional one-dimensional computer program
to predict the pressure time history. The agreement between the experimental and predicted
pressure time histories was quite good. However, Vardy et al showed the results of
computation only in duration of 0.32 second. Energy decay in transient flow cannot be
observed in such short time duration of computation. Furthermore, this model is valid only
for very low Reynolds number.

Brunone (1995) discussed the rapid damping of pressure peak in a water hammer
phenomenon after the sudden valve closure. Brunone pointed out one-dimensional model
(i.e. the method of characteristics) underestimates the energy decay and suggested unsteady
friction term for a two-dimensional flow field. In his study, the computation was performed
for a single pipe and the results of the numerical analysis with the two-dimensional unsteady
friction term are compared with those of one-dimensional model. Comparison showed that
pressure wave of two-dimensional model damped out faster than that of one-dimensional
model since the steady friction term in one-dimensional model underestimates the head loss.
However, complex pipe networks cannot be easily simulated because the boundary
conditions were not defined and the long computation time was required for his two-
dimensional model. Later on, Brunone’s approach was further extended by Pezzinga (1999)
for the analysis of transient flow in actual pipe networks.

Pezzinga (1999) explained that one-dimensional models in which the energy
dissipation is computed by a relation between energy slope and mean velocity valid for the
method of characteristics underestimate the friction forces and overestimate the persistence
of oscillations. Pezzinga suggested a “stress model” as a quasi-2D model for unsteady flow

in pipe networks using both explicit method and implicit method at the same time. Pezzinga
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used the implicit method for the momentum equation and the explicit method for the
continuity equation because of the stability problems. This model assumed that pressure
gradient in the radial direction can be ignhored and that the longitudinal velocity was a
function of radial direction, longitudinal distance, and time. In his literature, a quasi-
unsteady-1D model and quasi-2D model were compared. However the quasi-2D model was
quite time consuming, calculation time required 35 times more than that required for 1D
model. The results obtained by the quasi-2D model were in good agreement with
experimental data. The comparisons showed that the average error on maximum oscillations
is 19.1 % by 1-D model and 8.6 % by quasi-2D model. Pezzinga used Darcy-Weisbach
frictional coefficient for the head loss term in 1-D model. However, he computed only first
4 seconds of simulation. To observe the energy decay for a large time, computation should
be performed for longer time period than his results. Furthermore, damping coefficient « in

his model should be carefully calibrated. Motivated by these shortcomings, the present study
is conducted to simulate transient flows for a large time as well as comparing the results

with corresponding experiments.

1.3 Objective and Scope of Present Study

The main objective of this study is to numerically solve the problem of transient flow
in distribution system that incorporates the effect of various hydraulic devices. The
relationships between the system responses and the operational parameters of the system are
investigated to develop guidelines for the optimal design and the operation of the system.

The final goal of this analysis is to achieve system safety. As part of this goal, a
guideline is provided for designing and for operating the distribution system. In addition, it

is sought to develop a numerical model for transient flow in the system, and to define the

6
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relationships between flow parameters and the system parameters. To accomplish this
objective, both steady and unsteady analyses are studied. For steady state analysis, the nodal
point method is selected. Results of the steady state analysis are used as input data for the
unsteady flow analysis. For the unsteady state analysis, the method of characteristics, the
two-dimensional method, and the implicit method are used. Experiments for transient flow
were also conducted to verify the accuracy of the numerical methods and to confirm the
parameters of the governing equations with the numerical model.

In the present study, computational programs for simulating transient flow in
distribution system have been developed. Additionally, various boundary conditions
associated with hydraulic devices such as series junctions, branching junctions, constant
head reservoirs, check valves, backflow prevention assemblies, and surge tanks are
discussed and are considered within the numerical model. Numerical simulations for

transient flow in a distribution system are performed under various scenarios.
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CHAPTER 2
NUMERICAL MODELS FOR HYDRAULIC TRANSIENT

ANALYSIS

Numerical analysis for transient flow in distribution system will be discussed in this
chapter. Numerical solutions of the equations governing unsteady flow in pipelines are
developed in the present study. For the computer model, the method of characteristics, the
two-dimensional method, and the implicit method have been used in the present study. They

will be presented with the specified boundary conditions in this chapter.

2.1 Mathematical Formulations for the Hydraulic Transient Analysis

Applicable fluid mechanics principles and the governing equations for the computer

simulation used in this study will be briefly outlined below:

2.1.1 Steady State Calculation

One of the major tasks in the flow analysis of a piping network under steady state condition
is computing the frictional head loss. There are two well-known formulas for calculating the

frictional head loss for the steady flow computations:

(1) Darcy-Weisbach equation

LVt
h, = f—— 2.1
g @1)

h o Head loss due to friction
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L : Pipe length

f : Friction factor as a function of Reynolds number and relative roughness
D : Pipe diameter

V' : Average velocity in the pipe

g : Gravitational acceleration

(2) Hazen-Williams formula
V =0.85C, R*%s** (2.2)

C,, : Hazen-Williams roughness coefficient

A d
R : Hydraulic radius (— = —
Y (P 4 )

h
s : Energy loss per meter of pipe (Tf)

If the flow is a fully developed turbulent flow, the Hazen-Williams roughness coefficient is
only a function of the pipe characteristics and not the flow characteristics. Therefore, Hazen-

Williams formula is used for many engineering application.

2.1.2 Steady State Calculation for Distribution System

Two methods are commonly employed to analyze steady state flow in a pipe distribution
system: the Hardy-Cross Method and the Nodal Point Method. If the system comprises large
number of pipes and hydraulic devices, Hardy-Cross Method is not as efficient. The Nodal

Point Method can easily be programmed using a digital computer and has been proven to be
very efficient. The basic concept of the Nodal Point Method is the evaluation of correction

for the hydraulic heads at each junction. For the Nodal Point Method, the hydraulic grade
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line at each junction in a distribution system is assumed. Corrections are calculated and
iterated until steady state relations are satisfied throughout the distribution system. This
procedure starts with the assumed hydraulic head at each junction in the system. External
boundary conditions such as the flow take off at the junctions, pump characteristic curve, or
reservoir elevation must be defined. A linearized form of the pipe flow equation is then
applied to each pipe at a junction.

The equations for steady state calculations are summarized below:

All the energy loss equations are expressed in the following form.
h=kQ"
where £ is a function of pipe geometry and fluid viscosity.

7L
2gDA4*

In the case of SI units, if the Darcy-Weisbach equation is used, » = 2 and & =

where f is the friction factor, L is the pipe length, D is the pipe diameter, and A is the cross

sectional area of the pipe.

L
(0.85C, R*® 4)"*

If the Hazen-Williams formula is used, » = 1.85 and &k = where C,, is

the Hazen-Williams roughness coefficient and R is the hydraulic radius.

Energy loss equation 2 =kQ" is rewritten in the form:
Q=wh" (2.3)

where N =1.0/n and W =1.0/k".

This equation can be written for each pipe at a node as follows:

o = W(H,,' _Hi)N 2.4)

10
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Figure 2.1 Node point for the steady state analysis

Subscript i indicates the node (junction) for which the equation is written, and subscript

Jj indicates the node at the opposite end of a given pipe segment. Therefore, H, indicates the
hydraulic head at i ™ node while H ; indicates the hydraulic head at j ™ node. If the initially

assumed values of H were correct, the sum of Q would be zero at each node. Since this is
not the case, for the initial trial solution a correction factor & is introduced. This equation
should satisfy continuity at each node.

Introducing correction factor « , Eq. 2.4 becomes

0, =W{H,~(H, +a)}" 25)

Expanding right-hand side term using Taylor series expansion:

2

7(x, + Ax) = y(x,) + 7 (x,)Ax + y"(xo)% ......

Non-linear head loss terms in Eq. 2.5 are linearized using the first two terms in the Taylor

series. Eq. 2.5 can then be rewritten as follows:

Qi=W{(Hj_Hi)N—N'(Hj_Hi)N_la} (26)

11
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Rearranging the right hand side of Eq. 2.6, one obtains the following equation:

0, =4-aC

Where A and C are defined as follows:

A=W(H,-H)"

C=W-N(H,-H)""

Continuity condition requires that the sum of all inflows to the junction must be zero.
2.0=2.4-a:3,C=0 27)

The adjustment to the hydraulic grade line is given by

_ x4
Xg

After calculating the correction factor &, @ must be put into Eq. 2.6 again. This iterating

a

computation should be repeated until value of correction factor « is small enough.
Convergence to the final results is slower than the Hardy-Cross Method. But Nodal Point
Method is much better suited for the computer solution. Results of the steady state analysis

are used as the input data for the unsteady state analysis.

2.1.3 Unsteady State Calculation

For the transient condition, when changes of flow are rapid, the fluid compressibility has to
be taken into consideration. As a result, the flow changes are not experienced
instantaneously throughout the system. The resulting pressure waves move back and forth in
the piping system with a rapid velocity.

Using the momentum theorem, the change in hydraulic head AH can be related to the

change in velocity AV by the following equation:

12
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AH = —AV

£
4
Where H : Hydraulic head

¢: Wave speed

g : Gravitational acceleration

V . Flow velocity

(2.8)

For the transient analysis of a piping network, we need to satisfy all the equations describing

these flows. Certain assumptions are needed for the analysis: The fluid is assumed slightly

compressible, the walls of the conduit are linearly elastic and are slightly deformable, and

the head losses during the transient state may be computed using the Darcy-Weisbach

equation in terms of the instantaneous flow velocity in the pipe.

The governing continuity equation for transient flow analysis is:

Where P : Pressure
V . Average velocity in pipe
p£ : Fluid density
¢ : Wave speed
x : Spatial variable in longitudinal direction
! : Time variable

The governing momentum equation for transient flow analysis is:

1414
%.+V6_V+L6_P+f_u=0
ot ox p Ox 2D

Where V' : Average velocity in pipe

D : Pipe diameter
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P : Pressure
p : Fluid density
f : Darcy-Weisbach friction factor

|V] : Absolute value of the velocity

ov
Egs. 2.9 and 2.10 can be further simplified by eliminating the non-linear terms v "a; and

y 2P

o ° because these terms are small when compared to other terms. By substituting the

pressure term with the hydraulic head (P=pgH), we obtain the simplified governing

equations for transient flow analysis as follows:

2
OH ¢ 20 _,

ot gA Ox 2.11)

6_Q+ AQI.-I_.FL

ot % o T2p4 olof=0 (2.12)

Where H : Hydraulic head
Q : Flow rate

¢ : Wave speed
A : Cross-sectional area
D : Diameter of the pipe

g : Gravitational acceleration

0] : Absolute value of the flow rate

14
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2.2 The Method of Characteristics

The solution for the unsteady flow in pipelines and pipe networks requires that
pressure and velocity should be determined as a function of time at any point in the system.
The two independent, one-dimensional, partial differential equations used to solve for
velocity and pressure are the dynamic equation and the continuity equation. Three methods
are used to solve the governing equations in the present study. The first is the method of
characteristics to be presented in this section. The second is the two-dimensional method to
be presented in the next section. The third is the implicit method to be presented in one after
the next section. The method of characteristics is very compatible with numerical solution of
the distribution system. Comparisons of the computational results and the experimental data

will be presented and discussed in Chapter 4.

2.2.1 Governing Equations

Dynamic and Continuity equations presented in previous section are summarized again as

follows:

o0 8H f

=4+ g4— 0 Dynamic Equation 2.13
5 845t 9Idi=0 Dynamic Bq @13)
c 6Q oH —— =0 Continuity Equation 2.14)
gA 6x )

These two equations could be rewritten as follows:

o0
L == 2.15
o 2DA QlQl @.15)
aQ oH
L =c>=+g4—=0 2.16
2 % ¥ (2.16)
15

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Now, let’s consider a linear combination of equations of L=L, + AL, (Where A is a

unknown multiplier).

(a—Q+ﬂc29—Q—)+l A

ot Ox

(aﬂ I, T ogl=0 @2.17)

ot zax) 2DA

It is noted that H = H(x,), Q = Q(x,t), thus the total derivatives may be written by chain

rule as:
49 00  9Qdx (2.18)
dt ot Ox dt
dH _OH | OH dx 2.19)
dt ot Ox dt
The unknown multiplier can be defined by comparing Eq. 2.17 and Eqgs. 2.18 and 2.19.
1. @ =Ac’ (2.20)
A d
1
A=+ 2.21)
c
By using Egs. 2.18, and 2.19, Eq. 2.17 can be rewritten as
dQ g4 dH [
2.22
dt c dr 2DA QlQl (222)
dx
If—= 223
I (2.23)
Qg g4 dH f
2.24
dt ¢ dt 2DA Q|Q| (2.24)
dx
If —=-c 2.25
7 (2.25)

Eq. 2.22 is valid if Eq. 2.23 is satisfied. And Eq. 2.24 is valid if Eq. 2.25 is satisfied. Fig. 2.2
shows the characteristic lines when the method of characteristics is used for the

computation.

16
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Characteristic Lines

At

Ax = alAt

Figure 2.2 Characteristic lines

Using Egs. 2.23 and 2.25, Eqgs. 2.13 and 2.14 could be converted to ordinary differential

equation with the independent variable t. In x-t plane, Eq. 2.23 and Eq. 2.25 represent
straight lines having slope + % These lines are called characteristic lines.

Subscript P represents unknown variable.

We can write equations along the positive characteristic line AP

dQ=0,-0, (2.26)
dH=H,-H, (2.27)
We can also write equations along the negative characteristic line BP

dQ =0, -0 (2.28)
dH=H,-H, (2.29)

The subscripts in Egs. 2.26, 2.27, 2.28, and 2.29 refer to the locations in the x-t plane.

(-0 +E2(H, - H )+ 20,0, =0 2.30)
A

(€0 -0,)- 84, - 1,)+ 2L 0,0, | =0 @3
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Substituting Eqs. 2.26 and 2.27 into 2.30 and Eq. 2.28 and 2.29 into 2.31, computing the

friction term at the points A and B and multiplying Az, one obtains the following equations:

0,=C,-C,H, (2.32)
Qr=C,+CH, (2.33)
C, _&4 (2.34)
C
g4 JAt
C, =0, +—C—HA —HQA|QA| (2.35)
gA fAt
C,=Q,--H,-"— 2.36
0 =05 == Hy —o=0,(0,| (2.36)

Finally, we could simply get this relation O, =0.5(C, +C,).

The well-known stability and convergence condition must be satisfied:
At 1
—<

< (2.37)

To achieve reasonable accuracy in most transient pipeline problems, this time step-distance

interval relationship specified by the “Courant condition” is a requirement.

2.2.2 Boundary Conditions

Boundary conditions representing different devices in the piping network will be identified

one by one in the following subsections:

2.2.2.1 Pipe Outlet

At the pipe outlet as shown in sketch Fig. 2.3, the continuity condition at the downstream

end requires that O, =Q

out *
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Figure 2.3 Pipe outlet

From the positive characteristic equation, it follows that

H, =C"—;Q— (2.38)

a

2.2.2.2 Series Junction

In the preceding discussion, we considered only one conduit, and the boundary condition
was specified at the downstream end. However, if the boundary is at the junction of two or
more conduits, then the variables at different sections of different conduits have to be

specified. A simple junction connecting two pipes is shown in Fig. 2.4.

i™ Conduit . .t .
1+1" Conduit

™

i,n+1 i+1,1

Figure 2.4 Series junction
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The continuing condition requires:

Hy ,=Hpg, (2.39)
Eq. 2.39 is valid if the difference between section (i,n+1) and (i +1,1) and pressure head
loss at the junction can be negligible.

Q.. =C, -C,H, (2.40)
Opy =Co +Ca o, (2.41)
Continuity equation at the junction is

Or,. =Ps., (2.42)
Thus, the hydraulic head can be obtained as follows:

CP.' B C”m

H, =—7+-— 2.43
Pi,n+| Cai + (‘:{IH’l ( )

Now H B QPM , and Q,,w can be determined.

2.2.2.3 Branching Junction

A junction containing branching pipes is shown in Fig. 2.5.

1,n+1

i" Conduit )
i+1" Conduit

i+2™ Conduit

Figure 2.5 Branching junction
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At the branching junction, continuity condition must be satisfied:

O

i+l

= me,x + QP.'+2,1 (244)

The flow rate in each pipe at the branching junction is written in the form of characteristic

equations:

Os,., =Cp —C,Hp (2.45)
Op,, =C., +C, Hp, | (2.46)
o, =C., +C. Hp,, (2.47)
Continuity condition at the branching junction requires:

Hy  =Hp, =Hp, (2.48)

In Eq. 2.48, the head losses at the junction are neglected.

2.2.2.4 Constant Head Reservoir

For a constant head reservoir as shown in the sketch in Fig. 2.6, the constant head is

maintained for all time.

Energy Grade Line

\

Hydraulic Grade Line

H TeS

Datum

Figure 2.6 Constant-level downstream reservoir
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Again, the continuity equation requires that

H,=H,, (2.49)
where, H . is the height of water surface level above the datum.

Eq. 2.49 is valid if entrance head loss can be neglected.

0,=C,+CH,, (2.50)

where, H, and Q, is for the upper end of the pipe.

2.2.2.5 Check Valve

Piping network is often equipped with check valves for system control or system repair, this

is shown in Fig. 2.7.

Check Valve
T

Figure 2.7 Check Valve

The equations for the junction node with a valve are specified below:

QP.',,M = CPi - Cai HP,»‘M

1

QP = C i + C”m HPMl

QFI’H 1 ’
H, =H, +K,|—_ 2.51)
in+l i+1,1 2gA
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where, K, is related to the time history of valve closure. For illustration purpose, if we

assume

these equations can be rearranged to become:

2
cm[2 2J+ZQ&,,I -, =€, =0 @52
i+l
~b++b* —dac
Ory = (2.53)
: 2a
K
where, a = <, - ,b=2,c=—(C, +C, )
2gAi+1 ‘ -

in which X, has a specific function in time.
After complete closing of valve, B.C. shouldbe Q, =0,Q, =0

i+1,1

2.2.2.6 Backflow Prevention Assembly

A piping network may be equipped with backflow prevention assembly. This is shown in

Fig. 2.8.

)
T Pressure Relief Valve T
Check Valve 1 Check Valve 2

Figure 2.8 Reduced pressure principle backflow prevention assembly (RP)

23

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



There are several types of cross-connection control assembly. Shown in Fig. 2.8 is a RP
device which consists two independently acting check valves and a relief valve in the
middle. Backflow prevention assembly may be introduced wherever a water user may
generate contaminants or any hazard into the piping network. Cross-Connection means any
unprotected connection between a consumer’s potable water system and any other source
wherever it is possible to introduce any contaminated water, industrial fluid or harmful
substance into the potable system. Backflow prevention assembly means any effective
assembly used to prevent backflow into a potable water system. Commonly used backflow
prevention assemblies can be grouped into the following categories:

(1) Atmospheric Vacuum Breaker Backsiphonage Prevention Assembly (AVB)

(2) Double Check Valve Backflow Prevention Assembly (DC)

(3) Double Check-Detector Backflow Prevention Assembly (DCDA)

(4) Pressure Vacuum Breaker Backsiphonage Prevention Assembly (PVB)

(5) Reduced Pressure Principle Backflow Prevention Assembly (RP)

(6) Reduced Pressure Principle-Detector Backflow Prevention Assembly (RPDA)

(7) Spill-Resistant Pressure Vacuum Breaker Backsiphonage Prevention Assembly

(SVB)

Two of the most widely used backflow prevention assemblies are double check valve
backflow prevention assembly (DC) and reduced pressure principle backflow prevention
assembly (RP). Double check valve backflow prevention assembly (DC) is composed of two
independently acting valves. Reduced pressure principle backflow prevention assembly (RP)
contains two independently acting check valves with an independent pressure relief valve
located between the two check valves. If the first and second check valve were working

properly (closing completely), then the boundary conditions can be specified as:
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0, =0, Hy  =—" 2.54)

Qg»l,l =0 ’ HEH,I = - (255)

If first check valve is working but second check valve is not. Then pressure release valve is

working. The boundary conditions would be specified as follows:

H, =-% (2.56)

P _Qout)
e (2.57)

Whlle, QP:‘HJ = Cn,-,,l +Ca,-+1 H”m,l

2.2.2.7 Surge Tank

A piping network sometimes is equipped with a surge tank to minimize the pressure surge in
transient conditions. This is shown in Fig. 2.9. A surge tank is usually an open standpipe or a
shaft connected to the conduit of hydroelectric power plant or to the pipeline of a piping
system. Surge tank is used to prevent excessively high or low pressure in the distribution

system whenever there is a rapid change in flow condition.
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A — * Check Valve

n

Pipe 1 » Pipe2 X

Figure 2.9 One-Way Surge Tank

In Fig. 2.9, A_is the area of Surge Tank, A, is the area of the pipe connecting the surge tank
to the pipeline, and A, is the height of water in the surge tank.

The main functions of the surge tank are:
(1) It reduces the fluctuation of excessive fluctuations by reflecting the incoming
pressure waves.
(2) A surge tank acts as storage for excessive water and also it provides water during
power failure in a pumping system.
There are several types of surge tanks like simple, orifice, one-way, and two-way surge tank.
An one-way or two-way surge tanks are widely used for the distribution system. One-way
surge tanks are used primarily in connection with pumping system, it is usually designed to

avoid column separation. One-way surge tanks are often used to prevent low pressures in the
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pipelines. A two-way surge tanks are used when hydraulic grade line (HGL) is located too
far above the pipeline. One-Way Surge Tank provides water to the pipeline when HGL for
the pipeline drops below the water level in the surge tank. Under normal situation, the HGL
is located above the water level in the surge tank. Surge tank is isolated from the pipeline
with a check valve.

When (h; + Z; — H,) is positive, where Z; is the elevation of the centerline of the pipe, then
the surge tank is in operation.

The boundary conditions can be specified as follows:

QPi,n-H = Cﬁ - C“.' HP,',,.+|
QR’H,I = C”i+1 + Cam HP.'+|,|

HP

et B

=H,
Q. *9s =0, (2.58)
where Q is the discharge from surge tank.

Q, can be computed from the available head as:

Qs =Co4, \/Zg(hs +Zg-Hp) (2.59)

New hg = hy — i:i O; (2.60)

S

After combining these equations,

H, +QK+2L°g)H, +K* -2L7g(hg + Z,) =0 (2.61)
c, -C
where, K = —2— [ = Cod,
Cai + C“i+| C“i + C“m
p— 2 —
H, _ZbHVb —de ,b=2K+21'g ,c=K*-2Lg(h, + Z,)

2
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When Two-Way Surge Tanks is used, we need one additional boundary condition.

If (hy +Z; — H,) is negative, then:
QPi.u+| = CP. —C“i HP,‘,,.H

QPH-I,I = C"i + C“m HP,'+1,|

+1

HI)I,II+1 = HPHI,I = HP

r,0 ~9s = Cn,, (2.62)
Qs =CoA,\28(H, —hs - Zj) (2.63)
New Ay = hy +£QS (2.64)
AS

H, +QK-2'g)H, + M* +2I*g(hy + Z;) =0 (2.65)

C,.,-C c,-C
Where, K = tis i , L = COA" , - A Ny

C, +C,, c,+C,, c,+C,.

—b—+b*-4c

Hezrmry

Where,b =2K -2L'g, c=M* +2L g(hs + Z)

2.3 Two-Dimensional Method

In the previous section, frictional loss is estimated by using steady state formula. Such
procedure has been known, as quasi-steady approximation. In essence this means that the
energy loss during the transient condition can be obtained in the same manner as the steady

state condition.
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In the transient condition, the shear stress at the wall is not associated with the mean
velocity. The velocity profile in transient flow could be different from the fully developed
flow profile. Therefore, frictional losses computed by using steady state friction coefficient
might be inaccurate in transient flow. Unsteady flow in distribution system is commonly
analyzed by the one-dimensional model such as the method of characteristics presented in
the previous section. For the method of characteristics, energy dissipation term is evaluated
by Darcy-Weisbach approximation from a steady state analysis. Therefore, friction
coefficient is assumed to be constant. Comparing with experiment data, this steady state
friction term appears to be underestimating the actual head losses.

The unsteady flow could also be modeled by means of two-dimensional method by
considering the velocity profile in the cross section. Approaches used for this method will be
presented in the following. The results of the two-dimensional method will be compared

with the experimental data and presented in Chapter 4 (Section 4.4).

2.3.1 Governing Equations

The quasi 2-D method is based on the continuity and the momentum equations for an elastic
pipe with a circular cross section. Defining the cylindrical coordinates and the grid system as
shown in Fig. 2.10 and 2.11, the continuity and the momentum equations in cylindrical

coordinates can be written as:

9 %)  10(om) _ (2.66)
ot ox r Or

ou ou Ou_OH 100, 1 0(rr)

—tU—FV— =g — (2.67)
ot oOx oOr ox p Ox pr oOr
» Lo JOH 10t 1009), 0 (2.68)
o0 ox Oor or pox pr Or pr
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x : Distance along the pipe

r: Distance in radial direction

t: Time variable

H : Pressure head

u,v: Velocity components in the longitudinal and radial direction, respectively
p : Density of the fluid

g : Gravitational acceleration

o,,0,,ando,: Normal stresses from pressure in longitudinal, radial, and angular direction

The velocity component v can be neglected in momentum equations, Eqgs. 2.67 and 2.68.
The convective term will be neglected in the momentum equation and it is further assumed
that

oH =0 (2.69)
or
Therefore, single value of the pressure head exists at each section, u is a function of »,x and
t while H is a function of x and ¢ only.

With additional simplifications such as those used in the method of characteristics, Egs. 2.66

and 2.67 can be simplified as follows:

2
OH ¢ X _, (2.70)

o g4, Ox

U OH 1 8(r7)
tg—t+——->=

9 0 2.71
a o o @71)

Where A, : Cross sectional area of pipe

c: Wave speed

Q: Discharge
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Using dA = 2ardr , Eq. 2.71 can be written as

ou O0H 2z 0(rt)
+g—t——"=

— 2.72
o o p od 2.72)
For the shear stress, Prandtl mixing length approximation can be used.
ou ,|0u| du
T=—pv—— pl°|—|— 2.73
P or p or| or @73)
where v is the kinematic viscosity and / is the mixing length.
Following the study of Marchi (1961), the mixing length / is assumed as following:
L e/ 2.74)
R R
x is to be determined by experimental data.
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I j*+1
u 4 Ar
Y .
- J
Ax
i-1 i i+1

Figure 2.11 Descriptions of grid

2.3.2 Numerical Scheme

Egs. 2.70 and 2.71 can be solved by finite difference method. The grid size Ax will have

constant length in longitudinal direction and constant area A4 in radial direction. The

Courant condition At =— will be maintained such as that used in the method of
[

characteristics as presented in the previous section. The velocity profile will be defined at
each radial grid for each longitudinal grid section. And the pressure head will be defined at
each longitudinal section.

Applying the explicit scheme to the continuity and momentum equations, the finite-

difference equations can be written as:

1
Hin+ —H/ + c’? 0., -0 _

0 2.75)
At gd, Ax

The subscript i is numbered along x-direction and the subscript n represents the time step.
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+1 1 n n
Ui Ui, e H™ -H + 2z (T = 7Tis)
At Ax P AA

=0 (2.76)

The second j represents the r direction.

Pressure head can be calculated directly from Eq. 2.75 and it will be used to calculate the
velocity in Eq. 2.76.

The stress term is computed from the finite-difference form of Eq. 2.73 as follows:

n n

u..,—u. .
n+l _ ij+1 ij 2
) ——pv{ }—pl ’

n n n
i Irui,ﬂ-l —U;;

Ar | A

h
Ui —U

A 2.77)

2.3.3 Boundary Conditions

Boundary conditions used for the two-dimensional method will be specified in the following

subsections.

2.3.3.1 Pipe Outlet

Fig. 2.12 presents a sketch for the pipe outlet. The boundary condition at the pipe outlet can

be simply specified as:

2 n
n+ n 4 At Qk, —Qou
Hk,l\}+1 = Hk,N+l + oA ( NilA t
k

) (2.78)

Eq. 2.78 is valid if sudden exit head loss can be neglected.

k,N+1

k™ Conduit

Figure 2.12 Pipe outlet
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2.3.3.2 Constant Head Reservoir

For a constant head reservoir as shown in the sketch in Fig. 2.13, the constant head is

maintained for all time as follows:

H'=H,, (2.79)

e

Where His is the height of water surface level above the datum. Eq. 2.79 is valid if entrance

head loss can be neglected.

Energy Grade Line
" Hydraulic Grade Line
es]
—_—
—— k™" Condu
Datum
Figure 2.13 Constant head reservoir
2.4 Implicit Method

In the previous two sections, the method of characteristics and the two-dimensional
method have been discussed. These two numerical schemes are explicit method of finite
difference analysis. The implicit method can also be considered as a solution for the
transient flow. The model using the implicit method has also been developed in this study.
This method can be combined with the method of characteristics while analyzing certain

piping system. Let’s consider a piping system in which i™ conduit is to be analyzed using the
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implicit method. For this method, centered implicit finite difference scheme will be used to

solve the continuity and the dynamic equations Eq.2.2 and 2.1.

2.4.1 Governing Equations

Dynamic and Continuity equations presented earlier are summarized again as follows:

_82_{.. A_a._l_{.l__'f_

=0 Dynamic Equation 2.80

~ teA— 2DAQIQI yn q (2.80)
2

éaa—g + aé’_il =0 Continuity Equation (2.81)

2.4.2 Numerical Scheme

For the numerical approximation, centered finite difference method will be used as below.

aﬁ_ (Hpm +Hi+1)—(HP,- +Hi)

ox 2Ax (2.82)
g—l_: (Hpi+l +Hpi)_(Hi+1 +Hi) (2 83)
ot 20t '
_a___Q_ — (Qpi+1 + Qi+1) — (Qpi + Q,) (2 84)
Ox 2Ax ’
a_Q — (Qpi+1 + Qpi) _ (Qi+1 + Q,) (2 85)
ot 2At '
0=(0.+0)/2 (2.86)

After simplification of the equations, Egs. 2.82 to 2.86 can be used in representing the

governing dynamic and continuity equation Eqgs. 2.80 and 2.81.

Op,+Op)— (0., +0) + g4 (Hp,..,+H,,,)—(Hp,+ H)) " S
2At 2Ax 2DA

0lo|=0 (2.87)
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2 Opy + Q) —(Op, + Q) +gA(Hpi+1 +Hp,)-(H,,+H,) -0

2Ax 2At (2.88)
These two equations are simplified as:
Op, +Op,,, - B.Hp, + BHp,,, + B, =0 (2.89)
-Op,+0p,, +B,Hp,+ BHp,,,+ B, =0 (2.90)
B, =& (2.91)
Where Ax
B, = B(H, - H)-©+ Q)+ L@+ 0,010 + 0. 2.92)
B, = c‘;’fij‘ (2.93)
B,=0, -0 -By(H +H,) (2.94)

There are four unknowns in Eqs. 2.89 and 2.90, Op,,0Op,,,,Hp,, and Hp,,,. In order to

obtain unique solution of the four parameters, four equations are needed. Two additional
equations can be provided by the boundary conditions. The grid system for the x-t plane

used in the implicit method is shown in Fig. 2.14.

A
t Hpi , Qpi Hpi+1 , Qpixi

Hi, Q; Hivi, Qist

i i+1 X

Figure 2.14 Grids for Implicit Method
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2.4.3 Boundary Conditions

Boundary conditions used for the implicit method are briefly summarized in the following

subsections.

2.4.3.1 Pipe Outlet

At the pipe outlet as shown in sketch Fig. 2.15, the continuity condition at the downstream
end requires that 0, =Q,_,.

From the positive characteristic equation presented in Section 2.2, it follows that

- CP — Qoul
C

a

Hp

Y

T Qout

Figure 2.15 Pipe outlet

2.4.3.2 Dead End at Downstream

For a dead end at the downstream as shown in the sketch Fig. 2.16, the discharge Q, =0.

From the positive characteristic equation, the pressure head can be computed as follows:
H,==£ (2.95)

This boundary condition could be applied when shut off valve is completely closed.
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Figure 2.16 Dead end at downstream

2.4.3.3 Constant Head Reservoir

As shown in sketch Fig. 2.17, the head and discharge at the constant head reservoir are
specified as follows:

Hy=H,,

0,=C,+C,H,,

These two equations, same as Section 2.2, may be considered in the analysis only if the

entrance losses are small and negligible. C, and C, are defined in Section 2.2.

Energy Grade Line
Hies Hydraulic Grade Line
—_—
J—
Datum

Figure 2.17 Constant head reservoir
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CHAPTER 3

EXPERIMENTS

In order to investigate the transient flow in distributions system, experiments
simulating water hammer are conducted. For a complete experimental investigation, large
amount of experiments would have to be performed in complex distribution system with
many branches and hydraulic devices. However, in the present study, a simple pipeline has
been constructed in the laboratory.

The data collected from the experiments will be used to compare with the numerical
simulations in an effort to determine the experimentally generated coefficient used in the
model. These experiments are also used to determine the values of the speed of pressure
wave, energy losses, etc. All of the experiments have been performed at the laboratory of
Foundation for Cross Connection Control and Hydraulic Research (FCCCHR) at the
University of Southern California. In this chapter, the experimental facilities and procedures

will first be described followed by the presentation of experimental results.

3.1 Experimental Setup

For measuring the pressure wave associated with the water hammer phenomena
generated by sudden closure of control valves, a pipeline consisting 278 ft long galvanized
iron pipe was installed as shown in Fig. 3.1. Table 3.1 shows the information of fluid and

experiment setup.
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Table 3.1 Information of fluid and experiment setup

Length of Pipe (ft) 278
Diameter (in) 2
Area (ft) 0.021825
Temperature of Fluid (°F) 58
Kinematic Viscosity (ft¥/sec) 1.22x107°

As shown in Table 3.1, total length of pipeline is 278feet with pipe diameter at 2 inches. At

the moment of performing experiment, temperature of water was 58 °F and the kinematic

viscosity is 1.22x107° ft*sec. The distance between the shut-off valve no.1 to the upstream
pressure transducer is 66.8ft and the distance from the shut-off valve no.1 to the downstream

pressure transducer is 208ft.

3.2 Experimental Apparatus

For the experimental investigation, the water pressure at the upstream of the
experimental piping system can be maintained up to 150psi in the steady state condition. A
backflow prevention assembly is located in the middle of the pipeline. The backflow
prevention assembly is removed first in order to measure the transient flow induced pressure
wave. For some experiment, the backflow prevention assembly is placed in order to
determine the effect of transient flow on backflow prevention assembly. The upstream and
downstream shut-off valves (2” diameter) are located at both ends of the pipeline to close
the system. When these two shut-off valves are suddenly closed, it creates a pressure wave

which is observed to travel back and forth within the piping system.
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The pressure time histories are measured by pressure transducers. The transducers
have a range of 0 to maximum 11,250psi. The sample rate of the pressure transducer is
500kHz but the signal from the transducer was sampled as 4000Hz for these experiments.
The strain gauge input module was used for the signal conditioning. Data acquisition system
used in this study can transfer at 1.25million data per second.

To control the line pressure at the steady state, pressure-reducing valve was used. It
was installed at the upstream of the pipeline. Line pressure could be changed using this
valve. Therefore, different line pressures are produced with this pressure-reducing valve. For
the measurement of the flow rate, a flow meter was used. Flow meter has two parts. One is
sensor that has five rotors with accuracy of + 1% error over the full measuring range. The
other part is an analog flow indicator with range of 0 to 100 GPM.

As shown in Fig. 3.1, water for the piping system is fed from upstream and the
pressure-reducing valve controls the specific line pressure. After maintaining the
predetermined steady state line pressure, two shut-off valves at upstream and downstream
ends are closed simultaneously. Two transducers are installed at 66.8ft (upstream pressure
transducer) from the upstream end and at 208ft (downstream pressure transducer) from the
upstream end of the 278ft-long pipeline. These two transducers are collecting the pressure

time history and transfer the signal to the data acquisition system digitally.

3.3 Head Losses at the System

Head losses at the piping system have been measured as a part of present study. As
shown in Table 3.2, various items are included in this piping system. For the major head loss,

the frictional loss and the minor losses were measured.
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Table 3.2 Various items in piping system

No. Item in the system Quantity
1 2” Ball Valve (SOV) 2
2 2” Ball Valve (Fully Opened) 2
3 90° Elbow 12
4 T-fitting 2
5 Small Ball Valve for the T-fitting 2
6 Union 2
7 Coupling 9

Eq. 3.1 is the well known Darcy-Weisbach equation for the frictional loss. For the minor

losses, Eq. 3.2 is used.

LV?

h, = f=— 3.1

; fng 3.1
2

h, e (3.2)
2g

Coefficients f and k are determined by the experiments.

Eq. 3.3 shows total head loss at the piping system:

L &
By =(f=+k +hy +hy +-00e0 y— (3.3)
D 2g

This shows that the total head loss is the sum of the frictional loss and the minor losses for
the various items contained in a piping system.
Now a new coefficient for the summation of friction and minor losses of the various items in

a piping system is introduced:
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Aﬁqf%+h+@+h+ ------ ) (34

Where M is the new coefficient for the total head loss. Fig. 3.2 presents the value of M as a

function of the Reynolds number of the piping system covered by the present experiments.
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Figure 3.2 Coefficient M for the total head loss vs. Reynolds number
In an attempt to determine the relative importance of M and f(L/D). The value of f(1/D) is

plotted in Fig. 3.3 along with the value of M in the range of Reynolds number covered.
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Frictional coefficient “f” is collected from the Moody’s Diagram. In this case, relative

roughness %‘ is 0.025 with galvanized iron pipe. It shows that the values of M are bigger

than f(L/D) because M contains all the minor losses and the frictional losses. The effect of

minor loss is significant for experimental system used in the present study as shown in Fig.

3.3. From Fig. 3.3, it is clearly seen that the effect of the minor losses is significant in the

region of lower Reynolds number. Minor loss term is certainly not minor in the range of

Reynolds number between 4,000 and 40,000 used in the present experiment.
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3.4 Head Loss at Ball Valve

Head loss at the ball valve was also measured experimentally in this study. Ball valve
can cause significant head losses. When ball valve is used as a shut-off valve, head loss at
ball valve is strongly dependent on the opening area of the valve. It is very difficult to
determine the exact opening area of ball valve as it opens or closes. Obviously, the rate of
opening or closing area of ball valve is not linear with the time. In addition as the flow

passes through the ball valve, flow separation and turbulence are introduced.

From Eq. 3.2,
2gAh
kg = 52" 3.5)

Head loss coefficient &, for ball valve is determined using the experimental data. Fig. 3.4
shows the assumption that rate of closed area of ball valve is linear with the angle of handle
of ball valve. For example, if the angle from the centerline of a pipe to the handle of ball
valve is equal to 45°as shown in Fig. 3.5, then 50 % of the area of ball valve is closed. And
when angle is zero, then ball valve is fully opened. And when angle is 90°, then angle is

completely closed.
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Figure 3.5 Angle measurement of a ball valve
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Fig. 3.6 shows the pressure loss versus the angles of the 2-inch ball valve for different flow
rates. As it is expected, when the flow rate is small, the curve tends to be at the right hand
side. For large flow rate, it is difficult to measure the pressure loss at the beginning of
opening the ball valve because head loss is huge and the line pressure at the place of ball
valve has been found to have large fluctuations. As expected at the same angle of handle of
ball valve, pressure loss at the high flow rate is bigger than that at the low flow rate as

shown in Fig. 3.6.

14 S
——6gpm T

12 —A— 10gpm
~tsqom JE

L o

Pressure Loss (psi)

Angle

Figure 3.6 Pressure losses at 2-inch ball valve with various angles

Fig. 3.7 shows head loss coefficient k,, with different flow rates such as 10, 15, and

20gpm at different closing angles for 2-inch ball valve. As we can see, kg, can not be a
constant in the minor loss equation as shown in Eq. 3.2 because its range is too wide and it
varies with the angles of the handle of ball valve. Most importantly, head loss at a ball valve

is not minor rather it is a major head loss when the ball valve is closing or opening.
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Therefore, both the frictional head loss and the head loss at ball valve could all be the major
factors to damp out the oscillations of transient flow in the experimental system used in the

present study.
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Figure 3.7 Head loss coefficient kp,, for 2-inch ball valve vs. angle of ball valve

3.5 Head Loss at Backflow Prevention Assembly

Head loss at the backflow prevention assembly in piping system has been measured.
Backflow prevention assembly produces significant head loss in piping system. In the
present study, head losses at backflow prevention assembly were measured for both single
check and the double check valve. The head loss coefficient for backflow prevention
assembly can be expressed as:

2gAh
kDC = Vz

(3.6)

50

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Fig. 3.8 shows the head loss at the single check and the double check valve backflow
prevention assembly. As shown in Fig. 3.8, rectangular dots show the pressure loss when
only one check disc was installed in the backflow prevention assembly. Triangular dots
show the pressure loss when two check discs were installed in the backflow prevention

assembly.

12

—a— Single Check
—a— Double Check Ve

Pressure Loss (psi)

0 20000 40000 60000 80000 100000 120000
Reynolds no.

Figure 3.8 Pressure losses at backflow prevention assembly

Fig. 3.9 shows the head loss coefficient for the single check and the double check valve.
Rectangular dots show the head loss coefficient when the one check disc is installed in
backflow prevention assembly. Triangular dots show the head loss coefficient when the two
check discs are installed in backflow prevention assembly. In the range of Reynolds number

between 4,000-40,000, the head loss coefficient k. is very significant as shown in Fig. 3.9.
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Figure 3.9 Head loss coefficient k. for 2-inch backflow prevention assembly
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CHAPTER 4

RESULTS AND DISCUSSION

The numerical simulation procedures and experimental set up were discussed and
presented in Chapter 2 and Chapter 3. The computer model results using three different
numerical methods, i.e. the method of characteristics, the two-dimensional method, and the
implicit method will be presented in this chapter. Experimental data will be compared and
discussed along with results of the numerical simulations. Furthermore, several scenarios of

simulation for the transient flow problem will also be presented in this chapter.

4.1 A Brief Discussion of Pressure Waves (Water Hammer) Caused

by Sudden Valve Closure

Fig. 4.1 shows an example of water hammer in single pipeline depicting the sequence

of pressure wave of water hammer after instantaneous valve closure. After a valve is

completely closed, the sequence of events for 0 <t < hil (where L is the total length of pipe
c

and c is the wave speed of water hammer) is shown in four major stages in Fig. 4.1. Once a
pressure wave is produced in a pipeline, it propagates back and forth in the pipeline until it
is dissipated by friction. This wave is reflected and transmitted at different boundaries.

Let L = Pipe length, c = Wave speed, H = Initial piezometric head, and V,, = Flow velocity.
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(A) Pressure wave propagation toward the reservoir (0 <t < L )
c

. . L . L
The pressure wave will reach the upstream reservoir in — seconds. For anytime less than —,
c c

the pressure wave will be between the valve and the reservoir. On the reservoir side of the

L : : : v, .
wave, flow velocity will be V,, the piezometric head will be H,(assume —2is negligible
g

compared to H,) and the pipe diameter will be the same as during the initial steady-state

condition.
On the valve side of the wave front (behind the wave) the flow velocity will be zero.

Piezometric head will be H,+ AH , the pipe diameter will be increased because of the

increased inside pressure.

. . . L 2L
(B) Pressure wave reflection at the reservoir and propagation toward the valve (— <t <—)
¢ c

. L . . . .
At time ¢ =—, the pressure wave will reach the upstream reservoir, and the piezometric
c

head through out the pipe length will be H, + AH . However, the head on the upstream side
of the pipe entrance will be H, (since the reservoir level is assumed to remain constant).
Since H, + AH > H ,, the fluid will begin to flow toward the reservoir with velocity ¥, and
the head will drop to H,.

A pressure wave will now propagate toward the valve. In front of this wave (on the valve

side) the flow velocity will be zero, pressure head will be H, + AH and the pipe will be
expanded. Behind the wave (on the reservoir side) the flow velocity will be — ¥ (i.e. toward
the reservoir), the pressure head will be H, and the pipe diameter will be the same as that

during the steady state.
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(C) Pressure wave reflection at the valve and propagation toward the reservoir

(2 <t< 3L )
c c
The wave reflected from the reservoir will reach the valve at ¢ = 2—L- Since the valve is
c

completely closed, it is not possible to maintain a flow velocity of —V, at the valve.
Therefore, the flow velocity instantaneously becomes zero (that is AV =V, ) and the
pressure head drops to H, —AH .

Now, this negative pressure wave propagates toward the reservoir. On the front side of the
wave, the head is H,, the flow velocity is — ¥, and the pipe diameter is the same as that
during the initial steady-state condition; behind the waves however, the pressure head is
H, - AH , flow velocity is zero, and the pipe diameter is reduced.

(4) Pressure wave reflection at the reservoir and propagation toward the valve

(£<t<££)
4 4

As the negative wave reaches the upstream reservoir, the pressure head on the reservoir side

of the entrance is H, and the pressure head on the valve side is H, — AH . Therefore, the

negative pressure wave is now reflected as a positive pressure wave.

On the valve side of this wave, the pressure head is H, — AH , flow velocity is zero and the

pipe diameter is reduced. On the reservoir side of the wave, however, the pressure head is

H,, the flow velocity is ¥, and the pipe diameter is the same as that during the initial
. . 4L

steady-state condition. As this wave reaches the valve at 1 =— , we have the same
c

condition at # = 0 except that the valve is now closed. Therefore, the above sequence of

events starts all over again.
56
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The variation of pressure at valve can be plotted as shown in Fig. 4.2. Fig. 4.2 shows the
. : _ . L 4L . .
theoretical period of the pipeline having a time interval of — assuming that the system is
c

frictionless. When the shut-off valve (SOV) at the downstream end is closed, the pressure at
the shut-off valve rises immediately and it propagates toward the reservoir. This process
continues and the conditions are repeated until the pressure waves are dissipated due to

friction in the real physical system.

Pressure Head )

Reservoir Level

0 4L 8L 12L 16L Time

Figure 4.2 Pressure variation at the downstream valve (friction loss is neglected)
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4.2 Presentations and Discussions of Experimental Results

4.2.1 Experimental Procedure

A 278 ft-long pipeline with pipe diameter of 2 inches throughout was installed for the
experiments. Two shut-off valves were installed at the upstream end and at the downstream
end. Before generating the transient flow, the flow rate and line pressure at the downstream
end and upstream end were measured for the steady state condition. Both shut-off valves at
both ends are then closed simultaneously. A water hammer is therefore produced, generating
a positive pressure wave at the downstream end and a negative pressure wave at the
upstream end. These two pressure waves propagate toward opposite side separately.

Two transducers were installed at 66.8 ft (upstream pressure transducer) and at 208 ft
(downstream pressure transducer) from the upstream end. These transducers measure the
pressure fluctuations generated by instantaneous closure of shut-off valves at upstream and
downstream ends. To generate different experimental cases with different line pressures and
different flow rate, pressure-reducing valve was installed at upstream end. Flow conditions
for different flow and pipeline condition are summarized in Table 4.1. Many cases of
experiments have been performed in this study and two cases will be shown in this chapter.
Line pressures were 120psi with flow rate of 12.5gpm in Case 1 and 100psi with flow rate of
12.0gpm in Case 2 respectively. The speed of pressure wave shown at Table 4.1 is measured

by experiment.
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Table 4.1 Experimental conditions for Case 1 and Case 2

Case 1 Case 2
Line Pressure (psi) 120 100
Flow Rate (gpm) 12.5 12.0
Diameter (ft) 0.1667 0.1667
Velocity (fps) 1.275 1.224
Speed of Pressure Wave (fps) 4435 4435
Kinematic Viscosity (ft*/s) 1.22 X 107 (58°F) 1.22 X 10°(58°F)
Reynolds number 17418.38 16721.65
Closing Time of SOV at Downstream (sec) 0.0215 0.0265
Closing Time of SOV at Upstream (sec) 0.031 0.027

Kinematic viscosity and Reynolds number were determined by the measurement of the
water temperature and temperature was 58° Fahrenheit. The flow meter was also calibrated
using the flow accumulator. In the present study, range of flow rate was restricted to certain
range because of size of pipe. Pressure-reducing valve can control line pressure, and range
of line pressure was from 60psi to 140psi which was measured at upstream end. Line
pressure at the steady state condition was just simply measured by line pressure gauge,
which can measure 0 to 200psi. Line pressure at downstream end also was measured in the
same manner. It is assumed that velocity is not changing as a steady state before transient
flow is generated. Line pressure at the upstream end was very stable when it was measured
before transient flow was generated.

Table 4.1 also shows the closing time of shut-off valves at both downstream and upstream

ends. Shut-off valve at upstream started closing at 0.701 and completely closed at 0.732. It
59
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takes 0.031 second for Case 1. Shut-off valve at downstream started closing at 0.714 and
completely closed at 0.7355. It takes 0.0215 second for Case 1. For Case 2, shut-off valves
at both ends started closing at 0.7937 and 0.7982, and were completely closed at 0.8207 and
0.8247 for upstream end and downstream end respectively. It takes 0.027 second and 0.0265
second for upstream and downstream end in Case 2 as shown in Fig. 4.3 and 4 4.

Each closing time for both shut-off valves at downstream and upstream ends was measured
experimentally for Case 1 as shown in Fig. 4.3. It is assumed that both shut-off valves at
upstream and downstream ends are closed linearly from the beginning to the end as shown
in Fig. 4.3. Linear equation for the valve closure of SOV (shut-off valve) at upstream end is

Q = —-403.23¢ + 295.16 and linear equation for the valve closure of SOV at downstream end
is O =-581.4t+427.62 . Each closing time for both shut-off valves at downstream and
upstream ends was measured experimentally for Case 2 as shown in Fig. 4.4. It is also
assumed that both shut-off valves at upstream and downstream ends are closed linearly from
the beginning to the end as shown in Fig. 4.4. Linear equation for the valve closure of SOV
at upstream end is Q =-444.44¢+364.76 for Case 2 and linear equation for the valve
closure of SOV at downstream end is Q =-452.83t+373.45 for Case 2. These linear
equations for the valve closure will be used for boundary conditions of the computer

simulation.
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Figure 4.3 Closure of shut-off valves at the both ends of pipeline for Case 1
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Figure 4.4 Closure of shut-off valves at the both ends of pipeline for Case 2
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4.2.2 Experiment for Transient Flow

Fig. 4.5 shows the pressure time history at downstream region (downstream pressure

transducer is located at 208ft from the upstream end) as Case 1. When the shut-off valve at

the downstream end is closed, pressure at the downstream region rise immediately and it

propagates toward the upstream region. This pressure wave goes back to the downstream

after it approaches the upstream end that is also closed by shut-off valve. This pressure wave

will go back and forth along the pipeline until it is dissipated due to the frictional and minor

losses in the system. At the steady state condition, the line pressure is maintained at 120psi

and the flow rate before the shut-off valves were closed is maintained at 12.5gpm. Data

collection rate is set at 4,000 points per second.
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Figure 4.5 Pressure time history at the downstream region (Q=12.5gpm, Case 1)
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Fig. 4.6 shows pressure time history at upstream region (upstream pressure transducer is
located at 66.8 ft from the upstream end) as Case 1. It is noted when shut-off valve at the
downstream end is closed, shut-off valve at the upstream end is also closed simultaneously
as shown in Figs. 4.3 and 4.4. From Fig. 4.6, it is seen that as the shut-off valve at the
upstream end is closed, pressure at the upstream region goes down immediately and it
propagates toward the downstream. This pressure wave goes back to the upstream after it
approaches the downstream end that is also closed by shut-off valve at downstream end. The

pressure is gradually damped out due to frictional and minor losses.
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Figure 4.6 Pressure time history at the upstream region (Q=12.5gpm, Case 1)

Fig. 4.7 shows the pressure time history at the downstream region as Case 2. Fig. 4.8 shows
the pressure time history at the upstream region as Case 2. Line pressure at the upstream was
maintained at 100psi for the steady state condition with flow rate at 12.0gpm in Case 2. As

mentioned earlier, the closing of the downstream shut-off valve generates first positive
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pressure wave and the closing of the upstream shut-off valve generates first negative
pressure wave. These pressure waves will propagate back and forth along the pipeline until

it is dissipated due to head losses.
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Figure 4.7 Pressure time history at the downstream region (Q = 12.0gpm, Case 2)
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Figure 4.8 Pressure time history at the upstream region (Q = 12.0gpm, Case 2)

It is revealing that this experimental data has 8 Hz of frequency for both Case 1 and Case 2

in this piping system. The period of the pressure wave in this experimental system was 0.125

. 1 . o .
second using T = 7 The period of the pressure wave in this experimental system can be

used to determine the speed of the pressure wave in this experimental setup. The speed of

the pressure wave in this experimental system is determined to be 4435 ft/sec for both Case

1 and Case 2.
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4.2.3 Experiment with Backflow Prevention Assembly

This experiment shows the effects of the water hammer on backflow prevention assembly,
particularly double check valve backflow prevention assembly (DC), which is included in
the present experimental setup. In distribution system, check valves in the backflow
prevention assembly could be the first recipients of the water hammer as transients are
produced by quickly closing valves or pumps on the downstream side of the valves. The
results could damage the check valves particularly the second check valve which meets the
initial impact of the water hammer against the backflow prevention assembly.

In this section, experiments for backflow prevention assembly, which is installed in the
middle of the pipeline will be discussed. A backflow prevention assembly was installed at
48.5ft away from the upstream pressure transducer. Therefore, the distance from the
upstream end to the backflow prevention assembly is 115.3ft. The distance from the
backflow prevention assembly to the downstream pressure transducer is 92.7ft. And the
distance from the downstream end to the backflow prevention assembly is 162.7ft as shown
in Table 4.2. For this series of experiments, first check in the backflow prevention assembly
has been taken out to simplify and to observe the phenomena of single second check against
the water hammer. Thus, only one check valve was installed inside of the backflow

prevention assembly for this experiment.
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Table 4.2 Length of the each section at piping system

Section Length (ft)
Upstream end to upstream pressure
66.8
transducer
Upstream pressure transducer to 485
backflow prevention assembly )
Backflow prevention assembly to
92.7
downstream pressure transducer
Downstream pressure transducer to
70.0
downstream end
Total 278.0

The total length of the pipe is 278 ft, pipe diameter is 2 inches, and initial pressure of the
upstream end was maintained at 120psi and 100psi for both Case 1 and Case 2 as shown in
Table 4.1. The water hammer was created by quickly closing the valves at the downstream
end and upstream end simultaneously.

Figs. 4.9 and 4.10 show the pressure time histories at the downstream region and upstream
region respectively in the system involving backflow prevention assembly. Fig. 4.11 shows
the pressure time histories at the both upstream and downstream regions in the 0.2-second
duration from 2.8 to 3.0 seconds. The pressure at the upstream pressure transducer
(upstream region) responds at 2.903 seconds and the pressure at the downstream pressure
transducer (downstream region) responds at about 2.904 second since the length from the
backflow prevention assembly to the downstream pressure transducer is 44.2 ft longer than
the length from the backflow prevention assembly to the upstream pressure transducer.
Ranges of the differences between the maximum pressure head and minimum pressure head

for Case 1 are about 95psi at the downstream region and 60psi at the upstream region.
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Without a backflow prevention assembly, ranges of the differences between the maximum
pressure head and minimum pressure head are about 160psi at the downstream region and
135psi at the upstream region as previously shown in Figs. 4.5 and 4.6.

Figs. 4.12 and 4.13 show the pressure time histories at the downstream region and upstream
region respectively in the system involving backflow prevention assembly. Fig. 4.14 shows
the pressure time histories at both regions of upstream and downstream in duration of 0.2
second. The differences between the maximum pressure head and minimum pressure head
are about 95psi in the downstream region and 50psi in the upstream region. Without the
backflow prevention assembly, the differences between the maximum pressure and
minimum pressure are about 150psi at the downstream region and 140psi at the upstream
region for Case 2 as previously shown in Fig. 4.7 to 4.8.

The results from the experimental Case 1 and Case 2 show that backflow prevention
assembly serves as a damper to the water hammer created by the hydraulic transients.
Fluctuation of the pressure at the system having a backflow prevention assembly is damped
out relatively faster than that for the system without a backflow prevention assembly when
one compares the results of Figs. 4.5 to 4.8 with the results of Figs. 4.9 to 4.14. It also
appears that the head losses are significantly increased when the check valve inside of the

backflow prevention assembly is closing.
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Figure 4.9 Pressure time history at the downstream region (Case 1: 0 <t<10 sec)
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Figure 4.10 Pressure time history at the upstream region (Case 1: 0<t<10 sec)
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Figure 4.11 Pressure time history at the upstream and downstream region
(Case 1: 2.8<t<3.0 sec)
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Figure 4.12 Pressure time history at the downstream region (Case 2: 0<t<10 sec)
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Figure 4.13 Pressure time history at the upstream region (Case 2: 0<t<10 sec)
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Figure 4.14 Pressure time history at the upstream and downstream region
(Case 2: 1.3<t< 1.5 sec)
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4.3 Experimental and Modeling Results using the Method of

Characteristics

The development of a computer model using the method of characteristics has been
discussed in Section 2.2. The model results will now be compared with the experimental
data obtained for the present study. Two experimental cases will be presented in order to
compare with the experimental data. Case 1 has the line pressure of 120psi with the flow
rate at 12.5gpm. Case 2 has the line pressure of 100psi with the flow rate at 12.0gpm. Line
pressure and flow rate have been measured at upstream end before the transient was created.
The two shut-off valves were manually closed simultaneously as shown in Figs. 4.3 and 4.4.

As shown in Figs. 3.2 and 3.3, the present experimental set up encounters significant
minor losses, which are greater than the frictional head loss at certain range of Reynolds
number. It is obvious that minor loss is not minor in the present experimental system for the
range of Reynolds number from 4,000 to 40,000. The experiments for transient flow have
been performed in the range of 4,000 to 40,000. Reynolds numbers was 17,418 for the Case
1 and 16,721 for the Case 2 in the present study. To compare the frictional head loss with
the minor head losses, total head losses have been measured in the steady state condition as
presented in Fig. 3.3.

When computer simulations for transient flow are performed numerically, if only
Darcy-Weisbach frictional coefficient is used to represent the head loss then the equivalent
value of “f” must be significantly greater. To overcome the over/underestimation of
fluctuation of pressure in computer simulation, new coefficient is needed to accurately
estimate the loss coefficient of transient flow instead of only using Darcy-Weisbach

coefficient “f”. Therefore, equivalent head loss coefficient C, will be introduced in this
chapter. C, is the combined head loss coefficient that includes various coefficients of head
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losses such as coefficient for friction and minor losses. After careful estimations for the
piping system, C, will be fixed. Results of the numerical analysis were calibrated using the
experimental data. Equivalent head loss coefficient C, for this piping system was 0.3. This
value is almost more than 7 times larger than Darcy-Weisbach frictional coefficient in
Moody’s diagram. It is noted that the other significant effect of the head loss in this system
might be due to the closing of shut-off valves at both the upstream and the downstream ends.
During the process of closing the shut-off valves at the upstream and downstream end,
significant pressure loss is encountered because of flow separation from the boundary of
shut-off valve. As shown in Fig. 3.6, head loss is even bigger when the angle is small, which
means that the velocity of flow is higher because the opened area of ball valve is small. For
the computer model, the grid size Ax= 2.2175 (feet) and time increment At = 0.0005 (sec)
as shown in Table 4.3. The Courant stability criterion is satisfied using the Ax and At as
noted. Two boundary conditions for the upstream end and the downstream end are needed. It
is assumed that the hydraulic head for the upstream end is known as a constant head, and the

flow rate for the downstream end is constant until the transient condition is generated.

Table 4.3 Parameters used for computer simulation using the method of characteristics

Ax (ft) 2.2175
At (second) 0.0005
Number of Nodes 127
C, 0.3
Speed of Pressure Wave (fps) 4435
Duration of Computation (second) 10
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4.3.1 Simulation Casel

Fig. 4.15 shows the computer model results compared with the experimental data at the
downstream region for Simulation Case 1. Thin line shows the results using the method of
characteristics and thick line shows the experimental data. Line pressure at the upstream end
was maintained at 120psi and flow rate was 12.5gpm before the transient was generated.
Duration of Simulation Case 1 is 10 seconds as shown in Fig. 4.15. The model results using
the method of characteristics agree well with experimental data using equivalent head loss

coefficient C; in dynamic equation. To show more clearly the model results when

compared with experiments, Fig. 4.16 shows the pressure time history for the first 2 seconds
in Case 1. It is clear that result using the method of characteristics and experimental data
agree well. It should be noted that downstream pressure transducer is placed at 208t from
the upstream end which is located at 70ft away from the downstream end. Therefore, the
downstream pressure transducer is placed at downstream area; it will be affected first by the
valve closure at the downstream end. If both shut-off valves at downstream end as well as
upstream end are closed simultaneously, downstream region of the piping system will be
affected by the valve closure at downstream end and the upstream region will be affected by
the valve closure at upstream end instantaneously. After the instantaneous valve closure at
the downstream end, pressure at the downstream region goes up immediately at 0.701
second and it has peak point at 0.73 second as shown in Fig. 4.16. The speed of pressure
wave was determined to be 4435 ft/sec. The wave period of the pressure wave at the
downstream region for the Case 1 was 0.125 second. Figs. 4.17, 4.18, 4.19, and 4.20 show
the pressure time history at the downstream region in Case 1 with different duration of time:

2 to 4 second, 4 to 6 second, 6 to 8 second, and 8 to 10 second respectively. These are
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presented so that the pressure time history can be clearly shown when compared with the
experiments.

Fig. 4.21 shows the pressure time history at the upstream region in Case 1. Thin line shows
the result using the method of characteristics and thick line shows experimental data. Again,
the result of the computer simulation agrees well with experimental data as shown in Fig.
4.21. These two results were measured and calculated at the upstream pressure transducer
which is 66.8ft away from the upstream end. Shut-off valve at the upstream end was
completely closed at 0.732 second while shut-off valve at the downstream end was closed at
0.735 second. After instantancous valve closure at the upstream end, pressure at the
upstream region drops immediately at 0.701 second and it reaches the peak value at 0.732
second as shown in Fig. 4.22. Speed of the pressure wave is determined to be 4435 ft/sec
and the period of the pressure wave at the upstream region for Case 1 is 0.125 second. To
show more clearly the comparison of model results and the experimental data, Figs. 4.23,
4.24, 4.25, and 4.26 show the pressure time histories at the upstream region in Case 1 with
different time duration: 2 to 4 second, 4 to 6 second, 6 to 8 second, and 8 to 10 second

respectively.

4.3.2 Simulation Case 2

Fig. 4.27 shows the comparison of simulation with experimental data at the downstream
region for Simulation Case 2. Thin line shows the resuits of the method of characteristics
and thick line shows the experimental data. For the experiment, the line pressure at the
upstream end was maintained at 100psi and flow rate was 12.0gpm before the transient was
created. Duration of simulation was 10 seconds for Case 2 as shown in Fig. 4.27. Shut-off

valves were closed manually at the upstream and downstream end with exactly same manner
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as in Simulation Case 1. After instantaneous valve closure at the downstream end, pressure
at the downstream region rise immediately at 0.798 second and it reached the peak value at
0.824 second as shown in Fig. 4.28. The results of the computer simulation agree well with
the experimental data as seen from Figs. 4.27 and 4.28. Figs. 4.29, 4.30, 4.31, and 4.32 show
the pressure time histories at the downstream region in Simulation Case 2 with different
time durations: 2 to 4 second, 4 to 6 second, and & to 10 second respectively.

Fig. 4.33 shows the results of calculation and the experimental data measured at the
upstream region for Simulation Case 2. Thin line represents shows the results of the method
of characteristics and thick line shows the experimental data. Again the result of the
computer simulation agrees well with experimental data as shown in Fig. 4.33. Shut-off
valve at the upstream end was completely closed at 0.8207 second while shut-off valve at
the downstream end was closed at 0.8247 second. After instantaneous valve closure at the
upstream end, pressure at the upstream region drops immediately at 0.793 second and it
reaches peak value at 0.82 second as shown in Fig. 4.34. The speed of the pressure wave
was 4435 ft/sec and the wave period of the pressure wave at the upstream region for
Simulation Case 2 was 0.125 second. Figs. 4.35, 4.36, 4.37, and 4.38 show the pressure time
histories at the upstream region in Simulation Case 2 with different time durations: 2 to 4
second, 4 to 6 second, and & to 10 second respectively.

In both Case 1 and Case 2, it is observed that the amplitude of oscillating wave using the
method of characteristics is slightly smaller than the amplitude of oscillation recorded for
the experimental data in the early time period (0 <t <6sec). It is also observed that the
experimental data showed that the damping rate of the pressure wave was slightly larger at

the larger time (6sec <t <10sec).
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Figure 4.15 Pressure time history at the downstream region (Case 1: 0<t< 10 sec)
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Figure 4.16 Pressure time history at the downstream region (Case 1: 0<t<2 sec)
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Figure 4.17 Pressure time history at the downstream region (Case 1: 2<t<4 sec)
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Figure 4.18 Pressure time history at the downstream region (Case 1: 4 <t<6 sec)
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Figure 4.19 Pressure time history at the downstream region (Case 1: 6 <t<8 sec)
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Figure 4.20 Pressure time history at the downstream region (Case 1: 8<t<10 sec)
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Figure 4.21 Pressure time history at the upstream region (Case 1: 0<t<10 sec)
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Figure 4.22 Pressure time history at the upstream region (Case 1: 0<t<2 sec)
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Figure 4.23 Pressure time history at the upstream region (Case 1;: 2<t<4 sec)
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Figure 4.24 Pressure time history at the upstream region (Case 1: 4<t<6 sec)
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Figure 4.25 Pressure time history at the upstream region (Case 1: 6<t<8 sec)
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Figure 4.26 Pressure time history at the upstream region (Case 1: 8<t<10 sec)
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Figure 4.27 Pressure time history at the downstream region (Case 2: 0<t< 10 sec)
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Figure 4.28 Pressure time history at the downstream region (Case 2: 0<t<2 sec)
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Figure 4.29 Pressure time history at the downstream region (Case 2: 2 <t<4 sec)
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Figure 4.30 Pressure time history at the downstream region (Case 2: 4<t<6 sec)
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Figure 4.31 Pressure time history at the downstream region (Case 2: 6<t<8 sec)
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Figure 4.32 Pressure time history at the downstream region (Case 2: 8<t< 10 sec)
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Figure 4.33 Pressure time history at the upstream region (Case 2: 0<t< 10 sec)
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Figure 4.34 Pressure time history at the upstream region (Case 2: 0<t<2 sec)
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Figure 4.35 Pressure time history at the upstream region (Case 2: 2<t<4 sec)
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Figure 4.36 Pressure time history at the upstream region (Case 2: 4 <t<6 sec)
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Figure 4.37 Pressure time history at the upstream region (Case 2: 6<t<8 sec)
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Figure 4.38 Pressure time history at the upstream region (Case 2: §<t<10 sec)
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4.4 Experimental and Modeling Results using the Two-Dimensional

Method

The development of a computer model using the two-dimensional method was
previously discussed in Section 2.3. Results of computer simulation using the two-
dimensional method will now be presented in this section and compared with the
experimental data. Two experimental cases have been presented in Section 4.2. These same
experimental data will also be used to compare with the modeling results using the two-
dimensional method.

Using the two-dimensional method, Prandti mixing length theory is used to estimate
the shear stress 7 . Mixing length relation should be approximated using appropriate
x experimentally. The experimentally determined « has the role of the damper such as

equivalent head loss coefficient C, in the method of characteristics. If x is bigger, then

oscillation of pressure in the system will be damped out faster, if x is smaller then
oscillation of pressure will be damped out slower. Before computer simulation is started,
x should be estimated carefully. The value of x is determined to be 0.22 for the current
experimental system in this study. Table 4.4 shows the parameters used for computer
simulation using the two-dimensional method. For the computer model, the grid size Ax=
2.2175 (feet) and the time increment Az = 0.0005 (sec) as shown in Table 4.4. The Courant
stability criterion is satisfied using the Ax and At as noted. The cross sectional area has
been divided into 19 equal increment of A4 for the whole piping system. Therefore, A4 is
0.001148 ft* for the axial grid. Water density was 1.937 slug/ft’ for the present analysis. Two

boundary conditions for the upstream end and the downstream end are needed. It is assumed
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that the hydraulic head for the upstream end is known as a constant head, and the flow rate

for the downstream end is constant until the transient condition is generated.

Table 4.4 Parameters used for computer simulation using the two-dimensional method

Ax (ft) 2.2175
At (second) 0.0005
A4 (f) 0.001148
Number of Longitudinal Nodes 127
Number of Radial Nodes 20
K 0.22
Speed of Pressure Wave (fps) 4435
Duration of Computation (second) 10

4.4.1 Simulation Case 1

Fig. 4.39 shows the computer model results compared with the experimental data at the
downstream region for Simulation Case 1. Thin line shows the result of two-dimensional
method and thick line shows the experimental data. The result from the computer simulation
using the two-dimensional method agrees well with experimental data as shown in Fig. 4.39.
After instantaneous valve closure at the downstream end, pressure at the downstream region
rise immediately as shown in Fig. 4.40. Figs. 4.41, 4.42, 4.43, and 4.44 show the pressure
time histories at the downstream region with different time durations: 2 to 4 second, 4 to 6
second, 6 to 8 second, and 8 to 10 second respectively. Fig. 4.45 shows the computer model

results compared with the experimental data at the upstream region for Simulation Case 1.
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Thin line represents the result of two-dimensional method and thick line shows the
experimental data. After instantaneous valve closure at the upstream end, pressure at the
upstream region drops immediately as shown in Fig. 4.46. Figs. 4.47, 4.48, 4.49, and 4.50
show the pressure time histories at the upstream region with different durations: 2 to 4

second, 4 to 6 second, 6 to 8 second, and 8 to 10 second respectively.

4.4.2 Simulation Case 2

Figs. 4.51 and 4.57 show the pressure time histories at the downstream region and the
upstream region respectively. After instantaneous valve closure at the upstream end and the
downstream end, the initial pressure will rise at the downstream region and drop at the
upstream region. Results of the computer simulation also agree well with experimental data
as shown in Figs. 4.51 and 4.57. Fig. 4.52, 4.53, 4.54, 4.55, and 4.56 show the pressure time
histories at the downstream region with different duration: 0 to 2 second, 2 to 4 second, 4 to
6 second, 6 to 8 second, and 8 to 10 second. These plots allow a more detailed comparison
for the numerical results and experimental data. Similarly, Figs. 4.58, 4.59, 4.60, 4.61, and
4.62 show the pressure time histories at the upstream region with different durations: 0 to 2
second, 2 to 4 second, 4 to 6 second, 6 to 8 second, and 8 to 10 second respectively. In both
Simulation Case 1 and Case 2, it is observed that the amplitude of oscillation of the two-
dimensional method is slightly higher than the amplitude of oscillation of the experimental
data in the beginning of the total 10-second duration as shown in Figs. 4.51 and 4.57. It is
also observed that the amplitude of oscillation using the two-dimensional method damped

out faster than the experimental data as time increases.
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Figure 4.39 Pressure time history at the downstream region (Case 1: 0<t< 10 sec)
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Figure 4.40 Pressure time history at the downstream region (Case 1: 0<t<2 sec)
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Figure 4.41 Pressure time history at the downstream region (Case 1: 2 <t<4 sec)
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Figure 4.42 Pressure time history at the downstream region (Case 1: 4 <t<6 sec)
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Figure 4.43 Pressure time history at the downstream region (Case 1: 6<t<8 sec)
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Figure 4.44 Pressure time history at the downstream region (Case 1: 8 <t<10 sec)
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Figure 4.45 Pressure time history at the upstream region (Case 1: 0<t<10 sec)
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Figure 4.46 Pressure time history at the upstream region (Case 1: 0<t<2 sec)
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Figure 4.47 Pressure time history at the upstream region (Case 1: 2<t<4 sec)
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Figure 4.48 Pressure time history at the upstream region (Case 1: 4<t<6 sec)
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Figure 4.49 Pressure time history at the upstream region (Case 1: 6 <t<8 sec)
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Figure 4.50 Pressure time history at the upstream region (Case 1: 8 <t< 10 sec)
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Figure 4.51 Pressure time history at the downstream region (Case 2: 0<t<10 sec)
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Figure 4.52 Pressure time history at the downstream region (Case 2: 0<t<2 sec)
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Figure 4.53 Pressure time history at the downstream region (Case 2: 2<t<4 sec)
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Figure 4.54 Pressure time history at the downstream region (Case 2: 4 <t<6 sec)
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Figure 4.55 Pressure time history at the downstream region (Case 2: 6 <t< 8 sec)
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Figure 4.56 Pressure time history at the downstream region (Case 2: §<t<10 sec)
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Figure 4.57 Pressure time history at the upstream region (Case 2: 0<t<10 sec)
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Figure 4.58 Pressure time history at the upstream region (Case 2: 0<t<2 sec)

101

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



250

— 2-D Method
200 — Experiment
__ 150
.(7’ "‘
o
k)
5 100
[}
0
Q
o

50 4 — .

Time(sec)

Figure 4.59 Pressure time history at the upstream region (Case 2: 2<t<4 sec)
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Figure 4.60 Pressure time history at the upstream region (Case 2: 4<t<6 sec)
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Figure 4.61 Pressure time history at the upstream region (Case 2: 6<t< 8 sec)
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Figure 4.62 Pressure time history at the upstream region (Case 2: 8<t<10 sec)
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4.5 Experimental and Modeling Results using the Implicit Method

Computer model using the implicit method as discussed in Section 2.4 has also been
developed for the present study. The model results will be compared with the experimental
data obtained for the present study. The results of the two simulation cases using the implicit
method will be compared to the experimental data as it is discussed in the previous sections.
Experimental data for the Cases 1 and 2 are the same as that discussed in Sections 4.3 and
44,

The method of characteristics and the two-dimensional method are the explicit method
of the finite difference analysis. The implicit method calculates the pressure and the flow
rate at the nodes implicitly while another two methods have been simulating transient flow
as a direct calculation in finite difference schemes. Explicit method such as the method of
characteristics and two-dimensional method could be more convenient because of the
running time in the simulation. But the results of the implicit method are usually better than
other methods in the accuracy of computation.

Table 4.5 shows the parameters used for computer simulation using the implicit
method. Grid size Ax= 2.2175 (feet) and time increment A¢ = 0.0005 (second). Therefore,
the Courant stability condition is satisfied using the Ax and At as noted. Axis 2.2175 feet
and length of the pipeline is 278 feet, thus the pipeline would have 126 segments. For the
present study, implicit method will have 127 nodes. 2n+2 (n = 126) equations are needed for

the complete solution in implicit method.
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Table 4.5 Parameters used for computer simulation using the implicit method

Ax (ft) 2.2175
At (second) 0.0005
Number of Grids 127
C, 0.3
Speed of Pressure Wave (fps) 4435
Duration of Computation (second) 10

The hydraulic head and flow rate need to be defined. Therefore, each node has 2 unknowns
for the entire nodes in this piping system as it were discussed in Section 2.4. Total number
of equations for the present simulation would be 254 equations for the 254 unknowns, which
will be computed simultaneously. Two boundary conditions for the upstream and
downstream ends are needed. It is assumed that the hydraulic head for the upstream end is
known as a constant head, and the flow rate for the downstream end is constant until the
transient condition is generated. The equivalent head loss coefficient C, is used again for

the head loss coefficient as same number as it is discussed in Section 4.3.

4.5.1 Simulation Casel

Fig. 4.63 shows the pressure time history at the downstream region for Simulation Case 1.
Thin line presents the simulation result using the implicit method and thick line shows the
experimental data. Line pressure at the upstream end is maintained at 120psi with flow rate

at 12.5gpm before the transient condition was created. Again the model results using the

implicit method agree well with experimental data using equivalent head loss coefficient C, .
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Fig. 4. 64 shows the pressure time history for the first 2 seconds in Simulation Case 1. After
instantaneous valve closure at the downstream end, pressure at the downstream region is
increased immediately at 0.701 second and it reaches the peak value at 0.73 second as
shown in Fig. 4.64. The speed of pressure wave was measured as 4435ft/sec. This is the
same as discussed earlier. The wave period of the pressure wave at the downstream region
for the Case 1 was 0.125 second. Figs. 4.65, 4.66, 4.67, and 4.68 show the pressure time
histories at the downstream region in Case 1 with different time durations: 2 to 4 second, 4
to 6 second, 6 to 8 second, and 8 to 10 second respectively. This allows for a closer
examination of the computer model results and experiments.

Fig. 4.69 shows the pressure time history at the upstream region for Simulation Case 1. Thin
line presents the modeling result using the implicit method and thick line shows the
experimental data. The result of the computer simulation agrees well with experimental data
as shown in Fig. 4.69. These two results were measured and calculated at the upstream
pressure transducer which is located 66.8ft away from the upstream end. Shut-off valve at
the upstream end was completely closed at 0.732 second while shut-off valve at the
downstream end was closed at 0.735 second. After instantaneous valve closure at the
upstream end, pressure at the upstream region drops immediately at 0.701 second and it
reaches peak value at 0.732 second as shown in Figs. 4.70. Fig. 4.71, 4.72, 4.73, and 4.74
show the pressure time histories at the upstream region for Simulation Case 1 with different
time durations: 2 to 4 second, 4 to 6 second, 6 to 8 second, and 8 to 10 second respectively.
The speed of the pressure wave was determined to be 4435 ft/sec and the wave period of the

pressure wave at the upstream region for Case 1 was 0.125 second.
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4.5.2 Simulation Case 2

Figs. 4.75 and 4.81 show the curves of pressure time histories at the downstream region and
upstream region respectively. After instantaneous valve closure at the upstream and
downstream end, pressure is increased immediately at the downstream region and drops at
the upstream region. Results of the computation using the implicit method agree well with
the experimental data as shown in Figs. 4.75 and 4.81. Figs. 4.76, 4.77, 4.78, 4.79, and 4.80
show the pressure time histories at the downstream region with different time durations: 0 to
2 second, 2 to 4 second, 4 to 6 second, 6 to 8 second, and 8 to 10 second. Figs. 4.82, 4.83,
4.84, 4.85, and 4.86 show the pressure time histories at the upstream region with different
time durations: 0 to 2 second, 2 to 4 second, 4 to 6 second, 6 to 8 second, and 8 to 10 second
respectively. In both Simulation Case 1 and Case 2, it is observed that amplitude of the
oscillating pressure wave using the implicit method is slightly smaller than that for the
experimental data in the beginning of the duration as shown in figures. It is also observed
that the predicted pressure wave of implicit method is slightly larger than the oscillation of
the experimental data in the latter half of the duration of 10 seconds as shown in Figs. 4.63,
4.69, 4.75, and 4.81. Speed of the pressure wave was same as 4435 ft/sec and period of the

pressure wave at the upstream region for Case 2 was 0.125 second.
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Figure 4.63 Pressure time history at the downstream region (Case 1: 0<t<10 sec)
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Figure 4.64 Pressure time history at the downstream region (Case 1: 0<t<2 sec)
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Figure 4.65 Pressure time history at the downstream region (Case 1: 2<t<4 sec)
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Figure 4.66 Pressure time history at the downstream region (Case 1: 4<t<6 sec)
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Figure 4.67 Pressure time history at the downstream region (Case 1: 6 <t<8 sec)
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Figure 4.68 Pressure time history at the downstream region (Case 1: 8<t<10 sec)
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Figure 4.69 Pressure time history at the upstream region (Case 1: 0<t<10 sec)
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Figure 4.70 Pressure time history at the upstream region (Case 1: 0<t<2 sec)
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Figure 4.71 Pressure time history at the upstream region (Case 1: 2<t<4 sec)
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Figure 4.72 Pressure time history at the upstream region (Case 1: 4<t<6 sec)
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Figure 4.73 Pressure time history at the upstream region (Case 1: 6 <t<8 sec)
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Figure 4.74 Pressure time history at the upstream region (Case 1: §<t<10 sec)
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Figure 4.76 Pressure time history at the downstream region (Case 2: 0<t<2 sec)
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Figure 4.77 Pressure time history at the downstream region (Case 2: 2<t<4 sec)
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Figure 4.78 Pressure time history at the downstream region (Case 2: 4<t<6 sec)
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Figure 4.79 Pressure time history at the downstream region (Case 2: 6 <t<8 sec)

250

— Implicit Method
200 — Experiment [
150 -~

Pressure(psi)
)
(=]

50

T 8.5 9 9.5 10
-50

Time(sec)

Figure 4.80 Pressure time history at the downstream region (Case 2: 8<t<10 sec)
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Figure 4.81 Pressure time history at the upstream region (Case 2: 0 <t <10 sec)
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Figure 4.82 Pressure time history at the upstream region (Case 2: 0<t<2 sec)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

117



250

— Implicit Method
200 — Experiment [

150

Pressure(psi)
)
o

Time(sec)

Figure 4.83 Pressure time history at the upstream region (Case 2: 2<t<4 sec)
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Figure 4.84 Pressure time history at the upstream region (Case 2: 4<t<6 sec)
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Figure 4.85 Pressure time history at the upstream region (Case 2: 6<t< 8 sec)
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4.6 Case Study

For a given piping system, if the pressure head or the flow rate at certain points within
the system experience sudden change, the flow and pressure head at various junctions can be
expected to be significantly altered as a function of time. Several cases of the transient flow
problem will be presented in this section. Results of the simulation for the simple looped
network, small city model, small city model with backflow prevention assembly, small city
model with surge tank, medium sized city network, and large sized city network will be
presented and discussed. For the computer model simulation, the method of characteristics is

used.

4.6.1 Simulation of the Simple Looped Network

Fig. 4.87 shows the simple looped network, which was used by Karney and MclInnis (1990)
with the piping characteristics shown in Table 4.6. This simple looped network has four
pipes and four junctions. With the two reservoirs and a downstream valve system, an
instantaneous valve closure can cause the pressure to rise at the valve. Fig. 4.88 shows the
predicted variation in pressure head at the valve for a looped network described in Fig. 4.87.
The result obtained by Kamey and Mclnnis is shown in thick black line while the results of
present simulation is shown in thin black line. Comparing these curves, it is clear that the
present results agree well with Karney’s result. They are identical to Karney’s results for the
first 50 seconds. It should be noted that Karney’s result stopped at the first 50 seconds while

the present model results being continued to the first 100 seconds.
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Figure 4.87 Simple looped network

Table 4.6 Simple looped network

Pipe 1 Pipe 2 Pipe 3 Piped

Length (m) 2,000 1,000 1,000 1,000

Diameter (mm) 1,000 1,000 1,000 1,000

Wave Speed (m/sec) 1,000 1,000 1,000 1,000
Friction Loss Coefficient 0.026 0.026 0.026 0.03
Discharge (m3/sec) 1.0 0.79 1.0 0.21
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Figure 4.88 Comparison of the predicted variation in pressure head at the valve for a
looped network

4.6.2 Small City Model

As part of the present study, the unsteady piping network analysis is performed for a small
model city. For the small city network, a simple pipe network was used. A sketch of the pipe
network is shown in Fig. 4.89. This simple network has ten pipes, seven junctions, and two
reservoirs. The demands at the Junctions #3, #4, #5, #8, and #9 are 3cfs, 2cfs, 4c¢fs, 2¢fs, and
1cfs respectively.

Table 4.7 provides the junction report showing the demand and hydraulic grades at the seven
junctions. Table 4.8 shows the steady state solution of the computed discharge in each of the

ten pipes.
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4cfs

Figure 4.89 Sketch for Small City Network 1

Table 4.7 Small city junction report 1

Label | Elevation (ft) | Demand (cfs) Hy drgl?lliccugrtzge (ft)
J-1 1400.0 0.0 1480.00
J-2 1300.0 0.0 1470.34
J-3 1290.0 3.0 1461.84
J-4 1310.0 2.0 1464.14
J-5 1280.0 4.0 1458.42
J-6 1400.0 0.0 1480.00
J-7 1320.0 0.0 1467.62
J-8 1310.0 2.0 1459.00
J-9 1260.0 1.0 1450.72
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Table 4.8 Small city pipe report 1

Diameter . Discharge Pressure
Label Length (ft) (in) Material (o) g Headloss ()
P-1 800.0 15.0 Cast iron 8.896 9.66
P-2 1000.0 12.0 Cast iron 3.527 6.20
P-3 600.0 12.0 Cast iron 5.369 8.50
P-4 1200.0 12.0 Cast iron 2.369 342
P-5 800.0 10.0 Cast iron 2.346 5.72
P-6 1200.0 8.0 Cast iron 0.818 348
P-7 1500.0 8.0 Cast iron 0.284 0.58
P-8 1800.0 8.0 Cast iron 1.000 7.69
P-9 1000.0 10.0 Cast iron 3.103 12.38
P-10 400.0 8.0 Cast iron 2.284 8.62

Fig. 4.90 shows the pipe network modified by the change in demand at Junction #4 and

Junction #5. Demand at Junction #5 is linearly decreased from 4cfs to Ocfs within 4 seconds;

simultaneously, demand at Junction #4 is linearly increased from 2cfs to 6¢fs in this same 4-

second period (1cfs=448.43gpm). The junction and the pipe report with the demand change

at Junction #4 and Junction #5 are presented in Tables 4.9 and 4.10.

Figure 4.90 Sketch for Small City Network 2
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Table 4.9 Small city junction report 2

Label | Elevation (ft) | Demand (cfs) Hy drgl?lliccug;:ge (ft)

J-1 1400.0 0.0 1480.00

J-2 1300.0 0.0 1470.25

J-3 1290.0 3.0 1463.67

J-4 1310.0 6.0 1461.39

J-5 1280.0 0.0 1461.85

J-6 1400.0 0.0 1480.00

J-7 1320.0 0.0 1467.96

J-8 1310.0 2.0 1461.80

J-9 1260.0 1.0 1454.16

Table 4.10 Small city pipe report 2
Diameter . Discharge Pressure
Label Length (ft) (in) Material (o) g Headloss ()

P-1 800.0 15.0 Cast iron 8.940 9.75
P-2 1000.0 12.0 Cast iron 4.228 8.85
P-3 600.0 12.0 Cast iron 4.712 6.57
P-4 1200.0 12.0 Cast iron 1.712 1.82
P-5 800.0 10.0 Cast iron -0.636 0.46
P-6 1200.0 8.0 Cast iron 1.135 6.56
P-7 1500.0 8.0 Cast iron -0.075 0.05
P-8 1800.0 8.0 Cast iron 1.000 7.69
P-9 1000.0 10.0 Cast iron 3.060 12.04
P-10 400.0 8.0 Cast iron 1.925 6.15

Due to these changes of demand, the flow direction at Pipe #5 and Pipe #7 are changed into

the opposite direction as shown in the time dependent discharge curve in Fig. 4.91. From Fig.

4.91, it is seen that the flow direction is reversed in Pipe #5 after 3.2 seconds and in Pipe #7

after 2.5 seconds, before the complete implementation of the change in demand at Junction

#4 and Junction #5. Figs. 4.92 and 4.93 show the transient pressure head fluctuation at

Junction #4, #5, and #8 as a function of time after the implementation of the change in

demand at Junction #4 and Junction #5 is accomplished in 4 seconds. It is noted that the

125

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



pressure head at Junction #5 is significantly increased and that the pressure head at Junction
#4 is significantly decreased with many cycles of oscillations. In order to detect the effect of
different valve open/closure rate on the transient pressure fluctuations, computer simulation
is also performed for the network shown in Fig. 4.90 with the changing demands
accomplished in 2 seconds. The corresponding results are shown in Figs. 4.94, 4.95, and
4.96 (correspond to Figs. 4.91, 492, and 4.93 for 4 second open/closure time). By
comparing Figs. 4.91, 4.92, and 4.93 with Figs. 4.94, 4.95, and 4.96, it is very clear that the
rapid change of the demand at Junction #4 and Junction #5 produces larger fluctuations of
the flow rate and pressure heads. In Figs. 4.97 and 4.98, the effect of 2-second open/closure
time is further compared with 4-second open/closure time. In each of these two figures, the
2-second open/closure time causes greater magnitude of the transient fluctuation. As can be
expected, the range of peak to trough is significantly increased when the change of demand

is accomplished in 2 seconds as compared to those in 4 seconds.
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Figure 4.91 Transient flow rate at Pipe #4, #5, and #7 when the change of demand is
implemented within 4 seconds
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Figure 4.92 Transient pressure fluctuation at Junction #4, #5, and #8 after the change in
demand is implemented in 4 seconds
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Figure 4.93 Transient pressure fluctuation at Junction #4, #5, and #8 for the first 100
seconds after the change in demand is implemented in 4 seconds
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Figure 4.94 Transient flow rate at Pipe #4, #5, and #7 when the change of demand is

implemented within 2 seconds
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Figure 4.95 Transient pressure fluctuation at Junction #4, #5, and #8 after the change in
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Figure 4.97 Comparison of pressure head fluctuation at Junction #5 showing the effect of
different valve open/closure time (2sec vs. 4sec)
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Figure 4.98 Comparison of pressure head fluctuation at Junction #4 showing the effect of
different valve open/closure time (2sec vs. 4sec)
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4.6.3 Small City Model with Backflow Prevention Assembly

Small city model with different demands has been presented in previous section. In this
section, backflow prevention assembly will be added to some pipes in the small city piping
network. A sketch of the pipe network is shown in Fig. 4.99. This small city network has ten
pipes, seven junctions, two reservoirs, and two Reduced Pressure Principle Backflow
Prevention Assembly (RP) placed between Junction #4 & #5 and Junction #5 & 8. This RP
Backflow prevention assembly, which is called just RP, actually is consisted of two check
valves and one pressure release valve between the check valves. Pipe network is modified
by the change in demand at Junction #4 and Junction #5 and the change in hydraulic head at
Reservoir #1. Demand at Junction #4 is linearly increased 2cfs to 6¢fs within 4 seconds:
simultaneously, demand at Junction #5 is linearly decreased from 4cfs to Ocfs within 4
seconds. Hydraulic head at Reservoir #1 is linearly decreased from 1480ft to 1430ft within

50 seconds.

3cfs J-5

Figure 4.99 Sketch for small city network with two backflow prevention assemblies

131

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Because of these changes of demand and hydraulic head of Reservoir #1, flow direction of
Pipe #5 is changed and flow direction of Pipe #7 is changed instantly for several seconds as
shown in the time dependent discharge curve presented in Fig. 4.100. From Fig. 4.100, it is
seen that the flow direction is reversed in Pipe #5 after 3.7 seconds and in Pipe #7 from 2.9
second to 10.7 second. Fig. 4.101 shows the transient pressure head fluctuation at Junction
#4, #5, and #8 as a function of time after the implementations of the change in demand at
Junction #4 and Junction #5 and hydraulic head of Reservoir #1 are accomplished. Because
the hydraulic head of Reservoir #1 decreases significantly, pressure head at all junctions
slowly goes down as shown in Fig. 4.101. In order to detect backflow in this network, two
backflow prevention assemblies are installed at Pipe #5 and Pipe #7 each as shown in Fig.
4.99. Now it is assumed that first check valve of the each backflow prevention assembly is
not working perfectly because small debris of the pipeline clog the check valve. So now,
pressure release valve opens and second check valve is working at the same time. From Fig.
4.102, it is seen that flow of Pipe #5 is blocked, and flow of Pipe #7 continues to flow all the
times, but flow of Pipe #4 is reversed now. It is due to the check valve of the backflow
prevention assembly. Fig. 4.103 shows pressure head fluctuation, which is different from

that shown in Fig. 4.101 due to check valve of backflow prevention assembly.
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Figure 4.100 Transient flow rate with the changing demand of Junction #4, #5, and the
changing hydraulic head of Reservoir #1
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Figure 4.101 Transient pressure fluctuation at Junction #4, #5, and #8 with the changing
demand of Junction #4, #5, and the changing hydraulic head of Reservoir #1
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Figure 4.103 Transient pressure fluctuation at Junction #4, #5, and #8 with the changing
demand in Junction #4, #5, and the changing hydraulic head of Reservoir #1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

(Pipe #5 and #7 has RP)

134



After one more backflow prevention assembly is installed between Junction #3 and Junction
#5 as shown in Fig. 4.104, it is seen that flow direction of Pipe #4 is not reversed anymore
as that shown in Fig. 4.105. Fig. 4.106 shows pressure head fluctuations after three backflow

prevention assemblies are installed in the pipe network.

l

3cfs J-5

Figure 4.104 Sketch for small city network with three backflow prevention assemblies
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Figure 4.105 Transient flow rate with the changing demand of Junction #4, #5, and the
changing hydraulic head of Reservoir #1 (Pipe #4, #5, and #7 has RP)
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Figure 4.106 Transient pressure fluctuation at Junction #4, #5, and #8 with the changing
demand of Junction #4, #5, and the changing hydraulic head of Reservoir #1
(Pipe #4, #5, and #7 has RP)
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4.6.4 Small City Model with Surge Tank

To simulate the effect of surge tank installed in the system, this small city pipe network has
ten pipes, seven junctions, two reservoirs, and one surge tank. There are two kinds of surge
tank. One is the one-way surge tank that only responds when the pressure goes lower than
certain pressure limit. The other is the two-way surge tank that responds when the pressures
goes higher or lower than certain pressure point.

In this research, both kinds of surge tank are simulated. Surge tank is installed in the middle
of the Pipe #9. A sketch of the pipe network is shown in Fig. 4.107. This surge tank is
placed 1400ft elevation and height of surge tank is 70ft, area of surge tank is 60ft*, area of

the orifice is 0.2ft* and orifice coefficient is 0.70.

J 1cfs
3cfs

Figure 4.107 Sketch for small city network with a surge tank

Changing the hydraulic head of Reservoir #2 modifies pipe network. The hydraulic head of

Reservoir #2 is changed like a sine wave for 32 seconds as shown Fig. 4.108. Because of

this pressure wave of the Reservoir #2, pressure of the whole pipe network is responding
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instantaneously. Fig. 4.108 shows the pressure fluctuation of Junction #4 and #5 with one-
way surge tank. Fig. 4.109 also shows the pressure fluctuation of Junction #4 and #5 with
two-way surge tank.

Fig. 4.110 shows the transient head fluctuation of one-way surge tank and two-way surge
tank with the changing of the hydraulic head of Reservoir #2. The head of one-way surge
tank only goes down, but the head of two-way surge tank goes up and down because two-
way surge tank could release and also absorb the fluctuating pressures. For simulation
shown in Fig. 4.110, one-way surge tank released 60ft® of water since the head of one-way
surge tank goes down 1ft and area of one-way surge tank is 60ft’.

Fig. 4.111 shows transient flow rate of Pipe #9, #11 and released from one-way surge tank.
When the surge tank is installed in the middle of the Pipe #9, Pipe #9 is divided into Pipe #9
and Pipe #11 as shown Fig. 4.107. At the certain point of Fig. 4.111, flow rate of the Pipe
#11 should be the same with that of the Pipe #9 added by the flow rate released from the
surge tank. So continuity must be satisfied. Negative sign of flow rate means reverse flow.
Fig. 4.112 shows transient flow rate of Pipe #9, #11 and released from two-way surge tank.
After 40 seconds later, two-way surge tank is still releasing water, and the difference
between flow rate of Pipe #9 and #11 should be the same amount of the flow rate released
by two-way surge tank. At this time, the flow rate of two-way surge tank goes to the
negative values and positive values. That means two-way surge tank could release the
certain pressure and also absorb it. Fig. 4.113 shows how much surge tank could reduce the
pressures. In this case, it is clear that two-way surge tank damp out the pressures very much
but one-way surge tank appears to be not very effective. One-way surge tank is good enough
when the pipe network needs to prevent column separation only which could be happening

when power failure occurs in pump station. But if the pipe network requires energy
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dissipation too, then two-way surge tank should be installed. Fig. 4.114 shows the
simulation results for different cases. Now, the hydraulic head of Reservoir #2 is fluctuating
quickly for 2 seconds as shown Fig. 4.114. In this case, obviously both one-way surge tank
and two-way surge tank are effective in damping out the pressure. Fig. 4.115 shows the
transient head fluctuation of one-way surge tank and two-way surge tank with changes of
the hydraulic head in Reservoir #2. And Figs. 4.116 and Fig. 4.117 show the transient flow
rate of Pipe #9, #11 and released from one-way surge tank and two-way surge tank with
changes in the head of Reservoir #2. When the pipe network and external energy dissipaters

are designed, they should be simulated with many possible scenarios.
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Figure 4.108 Hydraulic head fluctuation at Junction #4 and #5 with the changing hydraulic
head of Reservoir #2 (System has one-way surge tank)
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Figure 4.109 Hydraulic head fluctuation at Junction #4 and #5 with the changing hydraulic
head of Reservoir #2 (System has two-way surge tank)

140

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



—— One-Way Surge Tank — Two-Way Surge Tank | |

~
N

~
—_

_/__—',___’___,_-
W

[22]
©

[*)]
[o2]

Head of Surge Tank(ft)
\l
o

[=2]
Jd

o
(=]

»
[3)]

1 T T T

0 20 40 60 80 100
Time(sec)

Figure 4.110 Hydraulic head fluctuation of one-way surge tank and two-way surge tank with
the changing hydraulic head of Reservoir #2
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Figure 4.111 Transient flow rate with the changing hydraulic head of Reservoir #2 (System
has one-way surge tank)
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Figure 4.112 Transient flow rate with the changing hydraulic head of Reservoir #2 (System

has two-way surge tank)
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Figure 4.113 Comparison of hydraulic head fluctuation at Junction #4 showing the effect of

surge tank with the changing hydraulic head of Reservoir #1
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Figure 4.114 Comparison of hydraulic head fluctuation at Junction #4 showing the effect of
surge tank with the changing hydraulic head of Reservoir #2
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Figure 4.115 Hydraulic head fluctuation of one-way surge tank and two-way surge tank with
the changing hydraulic head of Reservoir #2
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Figure 4.116 Transient flow rate with the changing hydraulic head of Reservoir #2 (System
has one-way surge tank)
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Figure 4.117 Transient flow rate with the changing hydraulic head of Reservoir #2 (System

has two-way surge tank)
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4.6.5 Model City B (Medium Sized City Network System)

The medium sized city network system chosen for present study consists 252 junctions and
371 pipes. Two pump stations and a reservoir supply 36¢fs of flow rate the piping network.
Most of the junctions are demands that take flow from the system. Three different
simulation conditions are conducted for the present study. Portion of the piping network is

shown in Fig. 4.118.

(1) Simulation No. 1 (Model City B)

For the transient flow, it is assumed that a hydrant at Junction #201 opened in two seconds
creating a sudden demand of 1121gpm at this location. Figs. 4.118 and 4.119 show the
schematics of the part of the system in the immediate vicinity of Junction #201 before and
after the hydrant at Junction #201 opens.

The transient flows generated by the opening of the hydrant at Junction #201 are quite
dramatic as shown in Fig. 4.120. It shows that the pressure head time history at three
Junctions: Junction #125, #200, and #10. The location of Junction #200 is approximately
1200ft from the hydrant. In reviewing Fig. 4.120, it is seen that the pressure head at Junction
#200 initially drops 80ft, from 140ft to 60ft, and subsequently drops down to 20ft level. At
Junction #125 (which is located near the upper right corner in Fig. 4.118), the magnitude of
the pressure drop is smaller but still quite dramatic, dropping from around 180ft to 120ft

before it recovers gradually.
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Figure 4.118 Schematic of junctions and pipes in the vicinity of Junction #201 before
hydrant opens (Model City B)
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Figure 4.119 Schematic of junctions and pipes in the vicinity of Junction #201 after hydrant
opens (Model City B)
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At Junction #10 (located near the lower left corner shown in Fig. 4.118) which is fairly well
isolated from the hydrant location, a gradually pressure drop of approximately 20ft is
experienced. From Fig. 4.120, it is seen that the pressure changes are more immediate and
the most dramatic for location closer to the location of the opening hydrant. At location
further away, the transient conditions are felt at a later time and less dramatic. These results
clearly indicate that a sudden change of demand, such as the opening of a fire hydrant, can
have significant effect on the flow and pressure in distribution system. Cross-connection
control becomes more important for safe guarding the potable water in the distribution
system whenever such sudden demand change may occur. Sudden pressure drop of such
magnitude can cause backflows and if cross-connection exists it can certainly create
undesirable consequences, capable of compromising the integrity of the potable water
system. Similar results of pressure at Junction #6, #205, and #203 are presented in Fig.
4.121. The pressure drops at Junction #205 and #203 are quite drastic as they are located
closer to the open hydrant location. The pressure drop at Junction #6 (which is located
further away from Junction #201) is noticeable but not quite drastic. The dramatic changes
in flows at some of the pipes caused by the opening of hydrant at Junction #201 are shown
in Figs. 4.122 and 4.123. From Fig. 4.122, it is seen that the flow in Pipe #253 (connecting
Junction #200 and #201) reverses very dramatically almost immediately after the hydrant
begins to open. In examining Fig. 4.123, it is seen that the flow at Pipe #46 (located near the
lower left corner in Fig. 4.118) increases dramatically in order to meet the sudden change in

demand at Junction #201.
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(2) Simulation No. 2 (Model City B)

In order to examine the effect of changes in ground elevation on the transient pressure in the
pipes and junctions, Simulation No. 2 of Model City B was performed. Simulation No. 2 is
performed with a minor modification of ground elevation at three locations (as compared to

Simulation No. 1) as shown in Table 4.11.

Table 4.11 Ground elevation at three different locations

. Ground Elevation (ft) at Ground Elevation (ft) at
Junction No. . . ) .
Simulation no. 1 Simulation no. 2
198 96.0 110.9
201 96.4 90.4
203 96.9 110.0

Thus, the difference between Simulation No. 1 and Simulation No. 2 is that the ground
elevation at the neighboring area of hydrant at Junction #201 is modified. All other
conditions remain the same.

Fig. 4.124 shows the transient pressure fluctuation at Junction #125, #200, and #10 for
Simulation No. 2. The total pressure head drop is more than 120ft; moreover, the low
pressure at the trough point is at the undesirable -20ft (pulling a vacuum). By comparing Fig.
4.124 with Fig. 4.120, one finds that the general pattern of the pressure fluctuation at the
three respective locations is quite similar. The absolute value at Junction #200 is different
and that the negative pressure exists for Simulation No. 2 (Fig. 4.124) but not for Simulation
No. 1. This demonstrates that variations on ground level can produce negative pressure

below atmospheric pressure when drastic demand change at certain location occurs.
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Fig. 4.125 presents the transient pressure fluctuation at Junction #6, #205, and #203 (Model
City B, Simulation No. 2). The dramatic changes in pressure head are evident for Junction
#205 and #203 although, at the low pressure point the pressure heads at both locations are
still positive. By comparing the results in Fig. 4.125 with that in Fig. 4.121, one sees that the
general pressure pattern is quite similar in each of the respective three locations but the
absolute value is different.

Fig. 4.126 shows the transient flow rate at Pipe #253 and #137. Flow at Pipe #253 reverses
quickly to meet the change in demand as a result of the hydrant opening at Junction #201.
Again the general pattern is similar to that shown in Fig. 4.122. A similar curve for Pipe #46,
#209, and #264 is shown in Fig. 4.127 showing similar trend as that presented in Fig. 4.123.
The result of Simulation No. 2 (allowing more variation of ground elevations) shows that the
transient pressure can reach the undesirable negative pressure range easily when the hydrant
opens suddenly. Such undesirable low-pressure condition can cause back flow and

backsiphonage, thus, worsen the cross-connection problems.

(3) Simulation No. 3 (Model City B)

Another simulation for Model City B is conducted for Simulation No. 3. In this simulation,
the hydrant at Junction #201 is assumed to open in 5 seconds. Thus, the only difference
between Simulation No. 2 and Simulation No. 3 is that in Simulation No. 2 the hydrant
opens in 2 seconds, but in the Simulation No. 3 hydrant opens in 5 seconds. This simulation
is to ascertain the effect of slower opening of the hydrant. Fig. 4.128 presents the pressure
fluctuation at Junction #125, #200, and #10 when the hydrant at Junction #201 opens in 5

seconds. From Fig. 4.128, it is seen that the pressure drop at Junction #200 is somewhat
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lessen and that the low pressure point does not reach the negative value when compares with
Fig. 4.124. Fig. 4.129 shows the pressure at Junction #6, #205, and #203. Again, the low
pressure point does not reach the level shown in Fig. 4.125 confirming the slower hydrant-
opening rate does lessen the dramatic pressure drop even though the general pattern is quite
similar. Figs. 4.130 and 4.131 show the discharge rate at five pipes when the hydrant opens
in 5 seconds. Results shown in these figures confirm that the slower hydrant-opening rate
will lessen the impact of hydraulic transient (pressure and discharge) caused by the sudden
changes in demand such as opening the hydrant.

Comparison of pressure head fluctuation at three junctions: Junction #200, #205, and #202
for different hydrant opening rate (2 sec. vs. 5 sec.) are presented in Figs. 4.132, 4.133, and
4.134 respectively. By reviewing these results, it is clear that when hydrant opens in 5
seconds the resulting transient flow at the vicinity of the open hydrant will cause a larger
reduction in pressure. In some situation, such as that at Junction #200, negative pressure is

evident.
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Figure 4.120 Transient pressure fluctuation at Junction #125, #200, and #10 (Model City B,
Simulation No. 1)
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Figure 4.121 Transient pressure fluctuation at Junction #6, #205, and #203 (Model City B,
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Figure 4.122 Transient flow rate at Pipe #253 and #137 (Model City B, Simulation No. 1)
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Figure 4.123 Transient flow rate at Pipe #46, #209, and #264 (Model City B, Simulation

No. 1)
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Figure 4.124 Transient pressure fluctuation at Junction #125, #200, and #10 (Model City B,
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Figure 4.125 Transient pressure fluctuation at Junction #6, #205, and #203 (Model City B,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Simulation No. 2, hydrant opens in 2 seconds)

154



150

100

i
1
1
1,

o o (44
S & o o
le> }

Discharge(gpm)

LA
Qo O
o O

-250

-300

-350

Time(sec)

Figure 4.126 Transient flow rate at Pipe #253 and #137 (Model City B, Simulation No. 2,
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Figure 4.127 Transient flow rate at Pipe #46, #209, and #264 (Model City B, Simulation
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Figure 4.128 Transient pressure fluctuation at Junction #125, #200, and #10 (Model City B,
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Figure 4.130 Transient flow rate at Pipe #253 and #137 (Model City B, Simulation No. 3,
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Figure 4.131 Transient flow rate at Pipe #46, #209, and #264 (Model City B, Simulation
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Figure 4.132 Comparison of pressure head at Junction #200 for different hydrant opening
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Figure 4.133 Comparison of pressure head at Junction #205 for different hydrant opening
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Figure 4.134 Comparison of pressure head at Junction #202 for different hydrant opening
rate (2sec vs. Ssec)

4.6.6 Model City A (Large Sized City Network System)

The large sized city network system chosen for present study consists of 231 junctions and
321 pipes. A pump station located at a water treatment plant that delivers 236¢fs to meet the
system demands and six storage reservoirs supplies and regulates the flow in the system.
Most of the junctions identified in the system are demands that take flow from the system.
Figs. 4.135 and 4.136 show the schematics of a part of the system in the immediate vicinity
of Junction #181 before and after the hydrant at Junction #181 opens. This large network
system is larger than the medium-sized system (Model City B). Pipes in this system are

bigger and distance between Junctions (pipe length) is longer.
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Figure 4.135 Schematic of junctions and pipes in the vicinity of Junction #181 before
hydrant opens (Model City A)
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Figure 4.136 Schematic of junctions and pipes in the vicinity of Junction #181 after hydrant
opens (Model City A)
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(1) Simulation No. 1 (Model City A)

For the transient analysis, it was assumed that a hydrant at Junction #181 opened in 2
seconds (Simulation No. 1), creating a sudden demand of 4985gpm at this location. Because
of the large-sized pipelines in this model, the flow was limited to this amount instead of
assuming a full capacity opening which would result in flows in excess of 11,000gpm. The
sudden demand caused by the opening of hydrant at Junction #181 caused many flow
reversals in the system. The dash lines in Fig. 4.136 for those junctions contained in Fig.
4.135 indicate the pipes experiencing the flow reversal. Some of these flow reversal occur at
location quite a distance from Junction #181. From Fig. 4.136, it is seen that one of the
pipeline flow reversals occurs on the line to a reservoir and another occurs in a 48-inch
diameter pipe. Four different simulation runs are conducted for this large network system
(Model City A). The results indicated in Fig. 4.136 are from Simulation No. 1. The hydrant
opens at Junction #181 is completed in 2 seconds with the flow at 4985gpm. Fig. 4.137
presents the transient pressure fluctuation at Junction #177, #111, and #116 showing the
transient effect at locations with different distances from the open hydrant. At Junction #177,
located 600ft from the hydrant, the computed pressure will drop below atmospheric pressure
for a brief instant with an overall pressure drop of 125ft. At Junction #111, some distance
away from the hydrant location, the pressure fluctuation is less dramatic, as would be
expected, but are still significant. At Junction #116, further away from the hydrant location
the magnitude of fluctuating pressure is smaller, but cannot be ignored. These pressure
fluctuations clearly indicate that a sudden demand, such as the opening of a fire hydrant, can
have far reaching effects on the distribution system, similar to the case with medium sized

system discussed in the previous section. Transient pressure fluctuation at three other
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locations, Junction #190, #182, and #107 is presented in Fig. 4.138. The pressure at Junction
#182 is expected to drop over 90ft although it does not drop below atmospheric pressure.
The locations in these figures are chosen with different distance from the open hydrant,
which can be clearly shown. The transient flow rate at Pipe #237, #195, and #320 is
presented in Fig. 4.139. It is seen that in all of these three pipes there are flow reversal due
to the open hydrant at Junction #181. The flow rate fluctuation at three other pipes (Pipe
#201, #233, and #245) is shown in Fig. 4.140 showing the varying degree of impact on the

flow rate depending on the distance away from the open hydrant location.

(2) Simulation No. 2 (Model City A)

For Simulation No. 2 in Model City A (Large Sized System), the elevation at Junction #177
is raised by 20ft to 750ft. All other parameters are the same as in Simulation No. 1: The
hydrant opening time is also assumed to be two seconds. The pressure fluctuation at
Junction #177, #111, and #116 is presented in Fig. 4.141. The low pressure point at Junction
#177 clearly drops below atmospheric pressure, until it gradually recovers after three second.
Thus, the results clearly show that the pressure drops at locations close to the open hydrant
are very dramatic. Whether it will drop below atmospheric pressure (pulling vacuum) will
certainly depend on the elevation of the junction. Sudden drop of pressure, especially
dropping below atmospheric pressure will be a serious problem if direct or in-direct cross-
connection exists. The example shown so far does indicate the real potential for adverse
effect. Pressure fluctuation at three other locations (Junction #190, #182, and #107) is shown
in Fig. 4.142. The flow rate fluctuations at six pipelines are presented in Figs. 4.143 and

4.144. The impact on Pipe #237 is quite dramatic as can be seen in Fig. 4.143. Before the
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transient analysis begins, the discharge of nearly +700gpm is flowing in Pipe #237. As soon
as the hydrant open for 2 seconds, the flow in Pipe #237 quickly reverse and reaches a level
of —200gpm before the oscillations set in for many cycles. Flows in Pipe #320 experiences

similar pattern as well.

(3) Simulation No. 3 (Model City A)

Changing the hydrant opening time from 2 seconds to 5 seconds performs this simulation.
Thus, the only difference between Simulation No. 3 and Simulation No. 2 is the hydrant
opening time. The four corresponding curves on pressures and flow rates are presented in
Figs. 4.145 to 4.148. Looking at Fig. 4.145, the drop in pressure at Junction #177 is not as
rapid as that shown in Fig. 4.141, the low pressure point is just barely touching the
atmospheric pressure. Therefore, by increasing the hydrant opening time, it goes a long way
to lessen the impact of the resulting hydraulic transients caused by the changing in demands
at the certain junctions. The same observation can also be made by comparing Fig. 4.146
with 4.142, Fig. 4.147 with 4.143, and Fig. 4.148 with Fig. 4.144. The longer hydrant

opening time will greatly lessen the impact of the sudden change in pressure and flow.

(4) Simulation No. 4 (Model City A)

This simulation is performed by raising the water level 60ft from 817ft to 877ft at the
reservoir of tank 52. Elevation at Junction #177 is set at 750ft (the same as in Simulation No.
2) and the hydrant opens in 2 seconds. Thus, the only difference between Simulation No. 4
and Simulation No. 2 is that the water level at reservoir is raised by 60ft. The corresponding

curves for pressure and flow rate are presented in Figs. 4.149 to 4.151. Looking at Fig. 4.149,
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it is seen that the pressure drop at Junction #177 does not reach the low point shown in Fig,
4.141, even though it also drops below atmospheric pressure. From Fig. 4.150, the total
pressure drop at Junction #182 is approximately 100ft, but because the initial value is now at
120ft, the low pressure point is at 20ft, not as low as that shown in Fig. 4.142 (which is
approximately 8ft). Similar impact can also be seen in Fig. 4.151 when one compares the
flow rate time history with those shown in Fig. 4.143. Thus, the higher reservoir water level,
the less possibility of developing a vacuum conditions at low pressure point.

From the results presented earlier, it is noted that slower opening rate of hydrant will lessen
the impact of the drastic hydraulic transient phenomena. In order to demonstrate this more
clearly, the results on pressure drop in some key locations are presented for direct
comparison. Fig. 4.152 presents the comparison of pressure head at Junction #177 for two
different hydrant opening rate: 2sec vs. Ssec. From the curves presented, it is clearly seen
that for the case of 2 seconds hydrant opening the initial pressure drop occurs swiftly to the
level below the atmospheric pressure. For the 5 second opening, the pressure drop is more
moderate and it stops near the atmospheric pressure level. Again, this sharp and drastic
pressure drop can induce backflow and bring about serious cross-connection related problem
into a water distribution system. Similar comparison of pressure drop is presented in Fig.
4.153 for Junction #182. Again, the initial pressure drop at Junction #182 is drastic and swift
for 2-second hydrant opening while the drop in 5-second opening is more moderate. The
impact on raising the water level at the reservoir is shown in Fig. 4.154 for Junction #177.
The solid black line shows the result of pressure history at Junction #177 when the open
hydrant is accomplished in 2 seconds. The dashed line shows the result of raising the
reservoir water level by 60ft, with the same 2-second opening time for the hydrant. It is seen,

from these two curves, that the pressure history follows the same pattern with the elevated
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water level contributing to uniform increase in the pressure level at Junction #177. Fig.
4.155 shows the similar comparison at Junction #182. Again, the elevated water level at
Tank 52 contributes to the general increase in the pressure level and that the same trend is

followed for both cases.
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Figure 4.137 Transient pressure fluctuation at Junction #177, #111, and #116 (Model City A,
Simulation No. 1, hydrant opens in 2 seconds)
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Figure 4.138 Transient pressure fluctuation at Junction #190, #182, and #107 (Model City A,
Simulation No. 1, hydrant opens in 2 seconds)
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Figure 4.139 Transient flow rate at Pipe #237, #195, and #320 (Model City A, Simulation
No. 1, hydrant opens in 2 seconds)

1200

1000

800 1~z

600

400 4- —

Discharge(gpm)

200 ==

. M NA el N

- /\
T T T T 1 \/J T T T \-/
2 4 6 8\A 127 14 16 18 20

-200 (]0

Time(sec)

Figure 4.140 Transient flow rate at Pipe #201, #233, and #245 (Model City A, Simulation
No. 1, hydrant opens in 2 seconds)
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Figure 4.141 Transient pressure fluctuation at Junction #177, #111, and #116 (Model City A,
Simulation No. 2, hydrant opens in 2 seconds)
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Figure 4.142 Transient pressure fluctuation at Junction #190, #182, and #107 (Model City A,
Simulation No. 2, hydrant opens in 2 seconds)
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Figure 4.143 Transient flow rate at Pipe #237, #195, and #320 (Model City A, Simulation
No. 2, hydrant opens in 2 seconds)
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Figure 4.144 Transient flow rate at Pipe #201, #233, and #245 (Model City A, Simulation
No. 2, hydrant opens in 2 seconds)
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Figure 4.145 Transient pressure fluctuation at Junction #177, #111, and #116 (Model City A,
Simulation No. 3, hydrant opens in 5 seconds)
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Figure 4.146 Transient pressure fluctuation at Junction #190, #182, and #107 (Model City A,
Simulation No. 3, hydrant opens in 5 seconds)
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Figure 4.147 Transient flow rate at Pipe #237, #195, and #320 (Model City A, Simulation
No. 3, hydrant opens in 5 seconds)
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Figure 4.148 Transient flow rate at Pipe #201, #233, and #245 (Model City A, Simulation
No. 3, hydrant opens in 5 seconds)
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Figure 4.149 Transient pressure fluctuation at Junction #177, #111, and #116 (Model City A,
Simulation No. 4, hydrant opens in 2 seconds)
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Figure 4.150 Transient pressure fluctuation at Junction #190, #182, and #107 (Model City A,
Simulation No. 4, hydrant opens in 2 seconds)
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Figure 4.151 Transient flow rate at Pipe #237, #195, and #320 (Model City A, Simulation
No. 4, hydrant opens in 2 seconds)
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Figure 4.152 Comparison of pressure head at Junction #177 for different hydrant opening
rate (Model City A, 2sec vs. 5sec)
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Figure 4.153 Comparison of pressure head at Junction #182 for different hydrant opening
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Figure 4.154 Comparison of pressure head at Junction #177 for different reservoir water
level (Model City A)
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Figure 4.155 Comparison of pressure head at Junction #182 for different reservoir water

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

140

120 4=

100 ‘K

level (Model City A)

10 12
Time(sec)

14

T

16

18 20

176



4.7 Discussion

4.7.1 Discussion for the Computations according to the Experiment

Case 1 and Case 2

Table 4.12 shows the RMS errors for the results of three different computations comparing

with experimental data. RMS errors for the two different durations of computations, such as

duration of 10-second and duration of 2-second, have been calculated for Case 1 as shown in

Table 4.12. All three types of computation have good agreement with experimental data. In

the duration of 10-second, two-dimensional model has the smallest RMS error. The smallest

value for the RMS error in the duration of 10-second was 5.68 at the upstream region. The

smallest value for the RMS error in the duration of 2-second was 4.70, which is computed

by two-dimensional model at the upstream region.

Table 4.12 RMS errors for the results of computations (Case 1)

RMS Error (pst)
Method of Computation Place of
Transducer ) .
Duration of 2sec Duration of 10sec
The Method of Upstream 5.47 9.72
characteristics Downstream 6.03 9.27
Upstream 4.70 5.68
Two-Dimensional Model
Downstream 5.90 6.35
Upstream 5.07 7.71
Implicit Method
Downstream 5.59 7.19
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Table 4.13 shows the RMS error for the results of three different types of computations
comparing with experimental data for Case 2. The smallest value of RMS error was 6.00,
which is computed by the method of characteristics at the upstream region in duration of 2
second. In duration of 2 second, the method of characteristics has the smallest value of RMS
error in the both upstream and downstream regions for Case 2. All three types of
computation have the smaller value of RMS error in the duration of 2 second for both Case 1
and Case 2 which means the results of the beginning in the computation have better

agreement than the results of the latter half of the computation.

Table 4.13 RMS errors for the results of computations (Case 2)

RMS Error (psi)
Method of Computation Place of
Transducer ) .
Duration of 2sec Duration of 10sec
The Method of Upstream 6.54 11.49
Characteristics Downstream 6.00 10.05
Upstream 7.23 11.26
Two-Dimensional Model
Downstream 7.14 9.16
Upstream 7.59 9.34
Implicit Method
Downstream 6.34 6.91

If smaller size of the grid is used to avoid the shifting the pressure wave at the latter half of
the whole time duration in this computation, RMS error will be decreasing. In these
calculations, execution time of computation for the implicit method was very much longer

than that of another two types of computation because of the size of huge matrix for the each
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time step at this time. Therefore, grid size Ax of implicit method could not be decreased at
this time and also the grid size of the other two methods was not decreased. Grid size Ax
and time increment At were used as same values as 2.2175 ft and 0.0005 second
respectively in Case 1 and Case 2 for all three types of computation to observe the RMS
errors. Therefore, total number of longitudinal segments was 126 and the number of grids

was 127 for all three methods.

4.7.2 Discussion for the Case Study

Several cases of numerical simulation for the transient flow in distribution system with the
various different scenarios have been performed using the method of characteristics in this
research.

The simple looped network having two reservoirs, four pipes, and four junctions has been
simulated and result of that is quite well agreed with Karney (1990)’s result. The small city
model with ten pipes, seven junctions, and two reservoirs has been simulated changing the
demand at the specific junctions. After analyzing the results, it is clearly observed that rapid
change of the demand at the junction produces greater fluctuations of the flow rate and
pressure heads. In this simulation, 2-second open/closure time causes greater magnitude of
the transient fluctuation. Therefore, it is very obvious that operations of the system should
be done with very careful caution.

Small city model having backflow prevention assembly has been simulated. Backflow
prevention assembly was added to the calculation of the small city model. In this case, effect
of head loss for the backflow prevention assembly was neglected. Because of changing the

demand at the junctions and changing the hydraulic head of the reservoir, check valve in the
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backflow prevention assembly has been opened and closed. Therefore, fluctuations of the
results for the simulations having the backflow prevention assembly are more oscillating at
the beginning of the simulations. It is demonstrating that backflow prevention assembly is a
very important hydraulic device in the distribution system. Distribution system needs to
have backflow prevention assembly to prevent the backflow. In the last case of the
simulation of case study, small city model with surge tank has been simulated. One-Way
Surge Tanks are generally used in connection with pumping system and usually designed to
prevent column separation. One-Way Surge Tanks are also used to prevent low pressures in
the system. And Two-Way Surge Tanks are used for certain points of high and low pressure
at the distribution system. Effects of the One-Way Surge Tank and Two-Way Surge tank in
the distribution system have been demonstrated. Results of simulation show that if the
distribution system needs an energy dissipater then Two-Way Surge Tank should be
installed. In certain cases, both One-Way Surge Tank and Two-Way Surge Tank are very
much effective for damping out the pressure. When the distribution system and external
energy dissipaters are designed, many different cases of simulation should be performed for
economical and safe design.

Simulations for the medium sized city network and large sized city network have been
performed with various scenarios. The computer modeling provided clear evidence that
sudden change in demand can cause drastic pressure drops and flow reversal. This may be
due to main breaks, fire hydrant use, or other changes in water demand. The impact of rapid
pressure drop and flow reversal could be lessened if the rate of change is decreased.
Although this may not be possible in the case of a main break, it is possible in cases of
flushing hydrants and other controlled changes in the system. The computer modeling

showed that systems with larger elevation differences are more susceptible to the negative
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impact of sudden change of water demand in the system. Since the evidence shows that
sudden changes in demand can clearly create undesirable conditions within the distribution
system, appropriate plans should be made prior to potential disasters. These plans can only

be made after a careful study of the response of the system to various assumed scenarios.
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CHAPTER 5

CONCLUSIONS

The potable water distribution system is one of the significant hydraulic engineering
accomplishments. Through the distribution system, the potable water can be delivered to the
water users. Therefore, the water distribution system is the essential link between the water
supply source and the water users. However, sudden changes in water demand can create
transient flow that could induce many undesirable consequences such as excessive negative
pressure or backflows in distribution system. If conditions are changed very rapidly, huge
pressures can be generated, and it could be enough magnitude to burst pipes and damage the
equipments in pipe systems. Transient flow is enough to cause a failure in the distribution
system. Therefore, analysis of transient flow should not be excluded for the design and

operational guidance of the distribution system.

The objective of this study has been to develop numerical method that can analyze the
transient flow in distribution system. Three different types of computer program for
simulating the transient flow in distribution system have been developed in this study.
Experiment for transient flow has been conducted to verify some of the computer simulation
and to determine the head loss coefficients for the theoretical equations. Many complex
hydraulic devices can be represented mathematically. It is shown that many common
hydraulic devices can be simplified to an algebraic relation that expresses the physical
structure of the pipe system. These developments can have benefits such as a safer system

operation, an improved model of the system, or lower maintenance cost.
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Detailed conclusions drawn from computer simulations and experiments conducted
for the present study are summarized below:
(1) A 278ft-long pipeline has been installed to perform the experiment for transient flow in
the laboratory. Frictional head loss and minor head losses at the steady state condition in the
piping system have been measured experimentally. In this system, effects of the minor
losses were significant in certain range of Reynolds number. To compare the total head loss

with the frictional head loss, total head loss coefficient “M” was introduced. Total head loss
coefficient “M” was much bigger than the frictional head loss term f (%) in the range of
Reynolds number from 4,000 to 40,000. “M” was almost the same as the frictional head loss

term f (%) in the range of Reynolds number from 60,000 to 100,000. Head loss coefficient

ks, for ball valve was also measured experimentally. Results show that the head loss at ball
valve was huge and was not a minor effect. Head loss coefficient k. for single and double
check valve was measured experimentally under various flow velocities. In the range of
Reynolds number from 4,000 to 20,000, values of head loss coefficient k. are significantly

high.

(2) Experiments for transient flow have been performed in the lab. The results of the
experiments are used to evaluate the coefficients such as head loss coefficient provided by
theoretical equations. Results of experiment show that rapidly closing the valve or changing
the water demand in the system could cause large fluctuations of the pressure. Fluctuations
of the pressure wave propagate along the pipeline and can damage the system. After

measuring the pressure-time histories of the water hammer involving with backflow
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prevention assembly, it was found that the backflow prevention assembly dampens out the
oscillations of pressure in the system. Single check valve reduced 40 % and 36.7 % of the
maximum height of pressure wave at downstream region in Case 1 and Case 2 respectively.
Furthermore, single check valve reduced 55 % and 64 % of the maximum height of pressure

wave at upstream region in Case 1 and Case 2 respectively.

(3) It is found that the head losses in the system are very important for transient flow
simulation., Therefore, before performing the computation for transient flow, the head loss
coefficient should be carefully determined. If only the frictional head loss coefficient “f” is
used for the dynamic equation from the two governing equations, the pressure oscillation
will be overestimated and energy decay will be underestimated in the computation.

Therefore, the equivalent head loss coefficient C,; for transient flow was introduced and
determined by experimentally in the present study. Equivalent head loss coefficient C, for

the present experimental setup was 0.3, which was almost seven times bigger than frictional
head loss coefficient for this experimental setup since the minor loss effect was significant

and the head loss at a ball valve was large.

(4) The method of characteristics has been developed and applied in this study. Many

boundary conditions and hydraulic devices have been defined as a simple form for the

numerical analysis. Results of the computation using the method of characteristics with an

equivalent head loss coefficient C, achieved good agreement with experimental results.
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(5) The two-dimensional method has been developed to simulate the transient flow in the
present study. Damping coefficient “x” in the equation of mixing length was determined
experimentally before the computation for transient flow is performed. “x” was 0.22 for
this experimental setup. The computational results have good agreement with the

experimental data.

(6) The implicit method has also been developed to simulate the transient flow in piping
system. The governing equations for the implicit method are the same as those for the
method of characteristics. Therefore, the equivalent head loss coefficient C, can be used.
Results of the computation using the implicit method show that the accuracy of this method
is slightly better than that of the method of characteristics for 10 seconds of time duration in
both Cases 1 and 2. However, the implicit method has a problem with the long execution

time if the simulation is carried out for longer-term simulation.

(7) Several cases of simulation have been performed to observe the transient effects for
distribution system. In order to detect the effect of different valve open/closure rates on the
transient pressure fluctuations, computer simulations have been performed for the small city
model with changes in demand. In the simulation for the small city model, it was noticed
that rapidly changing the demand could significantly increase the pressure head in
distribution system. The simulation for the small city model with backflow prevention
assembly has been performed in order to understand the effect of the assembly in the
system. After conducting the several cases of simulation for the small city model with the
assembly, it became obvious that changing the demand or changing the hydraulic head at

any position at the system can induce the backflow in the system. Therefore, when the
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distribution system is designed, simulations for the whole distribution system need to be
conducted to prevent the backflow or any similar type of undesirable flow. So far, installing
backflow prevention assembly could be the safest way to prevent the backflow in

distribution system.

(8) The simulation for two kinds of surge tanks as hydraulic devices in distribution system
has also been performed. From the results of simulation for the surge tanks, it is seen that the
two-way surge tank worked very well for reducing excessive high pressure and low pressure
or column separation in the distribution system. One-way surge tank, as well as two-way
surge tank, was working good enough to prevent the excessive low pressure in certain cases.
Therefore, simulations with the different scenarios should be done for the efficient design of

surge tank in distribution system.

(9) Results from the computer modeling for the medium sized city and large sized city
clearly indicate that sudden changes in the water demand due to hydrant opening caused
drastic transient flow conditions resulting in significant pressure loss or flow reversal in a
network system of virtually any size. Many examples demonstrate that the loss in pressure
could reach below atmospheric pressure. Distribution systems that have greater variance in
ground elevation will have even greater possibility of creating sub-atmospheric pressure
when drastic pressure reduction occurs. Slower hydrant opening rates significantly reduce
the impact of hydraulic transients created. When the distribution system is designed, many

different cases of simulation should be performed for economical and safe design.
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