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Abstract

Synthetic Aperture Radar (SAR) interferometry, a newly progressed technique
capable of detecting very small ground surface elevation changes, is proposed to
detect and monitor sinkholes subsidence susceptibility over large Karstic areas. This
technique, which was proposed by researchers in the area of geophysical studies in
1989, uses (SAR) images to measure very small (1cm or less) surface motion over
large areas with good spatial resolution (tens of meters). The advanced method has
been used in the studies of earthquakes and other natural phenomenon and has shown
promising results.

The effectiveness of the remotely sensed technique in determining the damage
caused by sinkholes is assessed by using a simplified model approximated by the
normal probability (Gaussian) distribution theory proposed by researchers in 1969 to
study the mechanism of the resulting ground surface subsidence, estimate the order
of magnitude of such settlement and finally determine whether these settlements are
sufficiently large to be detected by InSAR.

A specific purpose database, including both collapse and subsidence sinkholes, was
developed to store and organize all the important information relative to different
case histories. This information was used to further investigate the relevance of SAR
interferometry in studying the phenomenon.

The relevance of the proposed technique was further investigated by utilizing three
European Remote Sensing (ERS) Synthetic Aperture Radar (SAR) images

encompassing an almost 5-year period of observation (1992-1997), three successful

) 8%
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interferograms with short perpendicular baseline (<100 meters) from a descending
orbital trajectory have been produced. Analysis of these interferograms indicate a
relative regional subsidence of up to 0.5 cm/year within the Devil’s Throat Sinkhole
area, located in the Gold Butte district of Clark County in the Southeast corner of
Nevada. Observations of deformation along profiles constructed on the produced
interferograms also show a steep gradient in displacement rates occurring very close
to the area where the Devil’s Throat Sinkhole exists.

The demonstration of the technique in the Devil’s Throat area, applied using data
from the European Space Agency’s ERS systems, has shown promising and unique
results. These results demonstrate the effectiveness of the technique in studying

small-scale ground deformations over large Karstic areas.

XVi
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1. Introduction

1.1. Research background

Karst, a distinctive topography in which the landscape is largely shaped by the
dissolving action of water on Carbonate bedrock surfaces, primarily limestone and
dolomite, and occurring over many thousands of years results in unusual surface and
subsurface features (see Figures 1.1 and 1.2). Karst topography is usually irregular
due to the solution activity of acidic surface and groundwater, which dissolve the
carbonate rocks forming cavities and allowing surficial sediments to collapse or
subside (Lane, 1986).

Sinkholes, the most common and most easily recognized surface features of Karst
topography, are defined as or generally refer to an area of localized land surface
subsidence or collapse, due to Karst processes, which result in a closed hollow of
moderated dimensions (Beck, 1984). Collapse could occur in bedrock or in the
material overlaying the bedrock and can be divided into two different categories
depending on the causes of occurrence. Induced sinkholes are those sinkholes caused
or accelerated by human activities such as pumpage from wells, irrigation,
excavating, dewatering, blasting, or even weight of building. Whereas natural
sinkholes are those caused by nature, for example rainfall, where CO2 in the
atmosphere is dissolved in rainwater forming Carbonic acid. The formed Carbonic
acid hits the ground exploiting cracks or crevices in the rock over long periods of
time dissolving the bedrock and forming cavities, which lead to either sediment

collapse or subsidence.
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Sinkholes are usually accompanied by noticeable signs such as slumping or sagging,
structural failure as in Figure 1.3, ponding as in Figure 1.4, vegetation stress and
turbidity in well water leading to its contamination. The instability of Karst has
caused great damage to roads, buildings, airports and lifelines all over the world and
is responsible for millions of dollars of damage to public and private property every
year. Sinkholes in particular are continuously unstable, unexpected and are
commonly accompanied with not only significant property and environmental
damage but also pose a serious threat to human lives. Large and even deadly
sinkholes have been reported in different parts of the world (see for example Al-
Rifaiy (1990); Jammal (1994); Hollingshead (1984); Shouyue (1984); Brink (1984);
and Swanson and Larson (2000)). Newton (1987) reported that the cost of damage
and measures to protect structures against additional or potential sinkhole collapse
has been significant and that costs reported for a limited number of sites between
1971 and 1980 in the United States only mounted to around $170 million. In 1993, it
was reported that these significant economic consequences had grown to $240
millions/year in damages and more than $280 millions/year for coping with
phenomenon in the USA only. Limestones and dolomite constitute about 20 percent
of all sedimentary rocks (Gilluly, et al. 1959), and 5 to 10 percent of the earth’s land
surface is karstic (Jackson, 1982), thus Karst occur in many parts of the world which
makes it a worldwide threat that should be taken seriously. When no engineering
countermeasures are employed, sinkholes continue to cause tremendous damage and

pose serious threats to human lives.
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Figure 1.3: Structural failure caused by collapse sinkholes
(Source: After Sowers, 1996)

Figure 1.4: Ponding of water in depression
(Source: After Newton 1987)
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The study of this worldwide phenomenon is very important as it helps in
understanding the events that lead to it and aids in the design to prevent or at least
minimize the outcomes of future collapses.

Existing studies of sinkhole hazards have traditionally been the province of civil
engineers, geologists, and hydrologists accustomed to working at local scales
(Whitman and Gubbels 1999). A new era in the study of sinkhole hazard has started
with the development of remotely sensed data sets and computer-based techniques,
during the 1980’s and 1990’s, opening the opportunity for more synoptic studies of
the phenomenon; an overview of previous sinkhole studies will follow in chapter 2.
1.2. Research objectives

The aim of this research is to apply Synthetic Aperture Radar (SAR) techniques
(Zebker and Goldstein, 1986) to determine the surface deformation in Karstic
regions and demonstrates the utility of SAR interferometry for investigating these
deformations. Synthetic Aperture Radar (SAR), an imaging radar system, is one of
the most advanced engineering inventions of the twentieth century (Soumekh, 1999).
SAR images offer a large scale, fine resolution data sets to obtain information about
the rate and extent of subsidence in a particular area.

The temporal coverage of SAR images (1992-1997) provides a great tool to monitor
and accurately measure the rate of subsidence in areas where sinkholes occur. These
100x 100 km images are made of pixels, with each pixel covering a 30x30 meter

arca.
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This type of satellite had overcome previous satellite remote sensing methods
limitations by providing information collected at nighttime with the ability to operate
generally independent of weather conditions, and is not even affected by cloud cover
or haze (Soumekh, 1999; and Hanssen, 2001). One can only imagine the possible
far-reaching scientific, technical, and societal beneficial outcomes of using. such a
method for studying and maybe identifying areas that are prone to future collapses or
subsidence. The methodology and principals of interferometry will be thoroughly
explained in chapter 4 of this dissertation.

The primary objectives of the research are:

1- To construct a database of sinkhole case histories, from all around the world,
and determine whether these sinkhole dimensions meets the minimum radar
resolution requirements.

2- To determine the minimum extent of deformation area that InSAR can detect
by conducting a feasibility study that investigates the affects of an
underground circular cavity on the ground surface. This study will determine
both the minimum cavity diameter and depth below ground surface causing a
settlement trough that can be distinguished by radars.

3- Finally, to wuse differential interferometry techniques to produce
interferograms of subsidence, which will involve processing of raw SAR data
provided by the European Space Agency to generate Single Look Complex
(SLC) SAR images, which are later, used to generate an interferogram that is

analyzed to determine surface deformations. In this step, an interferometic
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software and data will be used to generate a Synthetic Aperture Radar (SAR)
interferogram of an area, were a sinkhole has occurred, to assess the
effectiveness of the technique in detecting very small ground surface
fluctuations.
1.3. Research outline
This dissertation is organized into 8 chapters. Chapter 1 introduces the research by
discussing the research background followed by the research objectives and finally a
brief outline of this dissertation. Chapter 2 includes an overview of the reviewed
literature and also presents a summary of the previous sinkhole studies. Chapter 3 of
this dissertation presents and analysis a subsidence and collapse case histories
database developed mainly for research purpose that is later used (Chapter 5) to
investigate the relevance of the newly developed technique in studying small-scale
ground surface deformations. Chapter 4 will start by providing some justification for
the need of using newly developed techniques for studying small-scale ground
surface deformations and continues with an overview of the proposed methods past
studies, concepts, principals and methodology. Chapter 4 will also include a list of
most available interferometric software that can be used for such purpose. The
package chosen for interferometric processing in this research along with an example
of a generated interferogram, in an area where deformation has occurred, using the
chosen software will also be presented in chapter 4. In chapter 5, the conducted
feasibility study that investigates the affects of an underground circular cavity on the

ground surface is presented. This study determines both the minimum cavity

7
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diameter and depth below ground surface causing a settlement trough that can be
distinguished by this technique.

Chapter 6 explains in details the algorithms and procedures implemented in
ROI PAC, the Repeat orbit Interferometry Package developed at JPL and Caltech
and used in this research. Chapter 7 presents the implementation of this newly
developed technique where interferograms of a subsidence case study, in an area
where a sinkhole already exists, are generated and analyzed. Finally, chapter 8
presents the research summary and conclusion and also sketches the plan for future

work.
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2. Literature review

2.1. Overview

The occurrence of subsidence and sinkholes are reported, studied and documented in
areas underlain by carbonate rocks, such as limestone and dolomite, all over the
world each year. Subsurface cavities range in size from the small pore spaces
between soil or rock particles, to large cavernous room within solid rock (Besnon
and La Fountain, 1984).

In order to understand sinkholes and be able to study and detect their occurrence, one
should first be able to distinguish the different types and to understand the processes
that form them. Sinkholes or dolines, another term used in geologic research, can be

divided into three different types depending on what causes them as can be seen in

Figure 2.1.
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Figure 2.1: Block Diagram of collapse, solution and subsidence sinkholes
(Source: Modified from Jennings, 1971)
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Beck (1984) gave a simple and detailed explanation of each type as follows: One
type of karstic surface depression is that caused purely by bedrock solution, a
solution doline or solution sinkhole, these are due primarily to pronounced surface
solution of the karst bedrock around some favorable point such as a joint intersection
(Jennings, 1971). This type of sinkholes, which is not considered an engineering
problem, may be related to groundwater pollution, foundation settling or cracking
but not collapse as they are slow and occur gradually.

The second type of sinkholes occur due to the collapse of the roof of a bedrock
cavern producing a steep sided, bedrock walled hole possibly widening into
interconnected cave passages at depth and thus termed collapse sinkholes.

The third type of sinkholes, as stated by Beck, is termed raveling or subsidence
sinkholes. This type represents the vast majority of damaging sinkholes and is
described by Jennings (1971) as: “where superficial deposits or thick residual soils
overlie karst rock, doline can develop through spasmodic subsidence and more
continuous piping of these materials into widened joints and solution pipes in the
bedrock beneath”. This type of sinkholes occurs in a variety of sizes and shapes and
usually produces cylindrical holes that are weathered into conical or bowl-shaped
depression.

Although Sweeting (1973) stated that collapse of limestones is fairly frequent
phenomenon, despite the fact that it is not often actually recorded, Ogden (1984)
argues that in spite that the term sinkhole is defined by many geologist as a circular

depression found primarily in carbonate rocks and generally thought to be a result of
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collapse, most sinkholes are in fact primarily formed by slow preferential dissolution
of rock along fractures or by slow subsidence due to piping of a surface cover, and
thus making it the most damaging type of sinkholes. Although most factors involved
in causing the occurrence of sinkholes are considered the same, they can be divided
into two different categories known as induced and natural. Newton (1984), Ogden
(1984) and many other researchers have identified induced sinkholes as those caused
or accelerated by human activities, whereas natural sinkholes are those caused by the
solutional enlargements of subsurface openings in carbonate rocks by water over
thousands of years without the interference of man’s activities. Natural sinkhole are
the product of a process that can span many thousands of years which makes their
formation under natural conditions during a man’s lifetime relatively rare. In
contrast, induced sinkholes are considered abundant as the time frame could be
reduced to days or even hours by human activities. In a cause of collapse study by
Benson and La Fountain in 1984, data of 96 cases of collapse recorded over a five-
year period were obtained from the Florida Department of Transportation. These
data were analyzed and the result reported as the key point of this study was that
within the lifetime of a manmade structure, 100 years or less, the solution of rock
and even the mechanical erosion of rock have little to do with the final cause of
collapse, furthermore, factors contributing to collapse are not necessarily singular.
One can conclude that changes made to the natural environment by man’s activities

over the short term are by far the most significant factor in forming and triggering

sinkholes.

11
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Benson and La Fountain (1984) also reported that though many variables contribute
to the ultimate cause of collapses, a singular event usually acts as the final triggering
mechanism.

Lamoreaux (1984) identified heavy rain, large seasonal fluctuation in water table and
other changes in the hydrology regime affecting residuum stability to be the main
factors triggering the formation and development of natural sinkholes. On the other
hand, most, if not all, reviewed literature on sinkhole development agreed on
dividing the induced factors triggering sinkholes into two categories, pumpage from
wells and construction activities. Ground water withdrawal causes decline in water
table level and thus trigger sinkholes due to either loss of buoyant support, erosion
caused by the increase in velocity of ground water movement, water level fluctuation
or increase of recharge, piping, which could lead to large-scale catastrophic collapse
as reported by Ogden (1984). Construction activities such as excavating, dewatering,
mining, heavy equipment traffic, blasting and even altering natural drainage patterns
could act as triggering factors and accelerate or even cause the formation of new
sinkholes. These activities cause or accelerate the occurrence of sinkholes as
reported by Newton (1984) due to either piping, in cases where water table level is
below bedrock, saturation caused by leakage, where loss of cohesion and loading is
caused by additional water impounding or simply the emplacement of load over
thinned roofs of existing cavities for example. Sinkholes occur whenever vertical

permeability makes them possible.
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Permeability is a measure of a rock’s ability to allow fluid to move through its pore
spaces, so the greater the permeability, the more likely sinks are to develop
(Littlefield et al., 1984).

Many examples of sinkholes were reported and documented throughout the world.
One of the most famous sinkholes reported, because of its immense size, is the
Winter Park sinkhole that developed in Florida in 1981. The sinkhole as reported by
Jammal (1984), had developed as a conical hole in overburden and was about 106
meters (348 feet) in diameter and 30 meters (98 feet) deep (Figure 2.2). A resident of
a house, subsequently lost in the hole, mentioned hearing swishing noise and noted
that a large sycamore tree disappeared into a hole. Streets, utilities, recreational
facilities, one house, several businesses, and several cars were destroyed and
damaged as a result of the formation of the sinkhole (Figure 2.3). Jammal
investigated the sinkhole for ten months and concluded that although the Winter Park
sinkhole formed rapidly, it was formed as a result of a long-term erosion and
raveling of overburden material into cavernous limestone, not a roof collapse in
limestone. It was Jammal’s opinion that the sinkhole had been forming over long-
time period, and that formation was accentuated over a period of about 50 years,
resulting from a progressive decline of the piezometric level of the Floridian aquifer
due to extended below average rainfall and early pumping of wells (Jammal 1984).
Another example of a catastrophic sinkhole, causing loss in human lives and damage

to property, is the one that was reported by Brink (1984).
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Figure 2.2: Topography of Winter Park sinkhole
(Source: After Jammal, 1984)

Figuare 2.3: Damage caused by Winter Park sinkhole

(Source: Photo by Phil Eschbach, 1981)
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This sinkhole occurred in the Transvaal Province of South Africa in 1962 where
Carbonate rocks occupy six thousand square miles of the Province. The sinkhole that
occurred in the area, where one of the richest gold mines in the world situated,
swallowed a three-story crusher plant building and none of the twenty-nine
occupants of the building were seen again.
The study of this induced sinkhole showed that the development was accelerated by
the mining activities in the area where water table has been lowered through the
dolomites in order to facilitate sinking of shafts down to the gold-bearing ores
(Brink, 1984).
Kastning (1989) reported that Karstic landforms, such as sinkholes and solutionally
widened fractures, in many cases form easily recognizable patterns including
lineaments and dendritic networks. Specific features related to topographical,
geological and hydro geological conditions could help in identifying the formation of
sinkholes, thus its important to include careful mapping of topography in relation to
exposed beds, lithological properties of beds containing sinkholes and mapping of
joints and other fractures in the investigating the development of this phenomenon.
Benson and La Fountain (1984) identified the three key methods that may be used in
subsurface investigations as follows:

1. Direct sampling methods such as drilling

2. Indirect methods such as remote sensing and geophysics

. Statistical methods

(S}
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Before choosing the appropriate method of investigation it is important to fully
understand the methods and how to apply them, know the strengths and weaknesses
of each method, be familiar with the tools and budget available and finally
understand how desired results are produced. An overview of the key methods will
follow, explaining each in details, giving examples of previous reported studies as
well as documented results.

2.2. Overview of previous sinkhole studies

The investigation of sinkholes development should include careful mapping of the
topography, determination of lithologic properties of the area affected and mapping
of the joints and other fracture in caves or sinkhole walls.

Although most Karst forming processes take place underground and out of sight, it is
still possible to study them (Lane, 1986). Warner (1984) further reported that in spite
that there may be no outcrops present, nor other signs of such fracture, areas with
such sinkhole potential may be perfectly stable until man’s activities interfere with
the balance. Intensive research effort on the phenomenon was undertaken and
currently underway. Based on field and experimental studies, several methods have
been proposed for the investigation and study of sinkholes and are classified to
direct, indirect, and statistical methods. In the remainder of this section, examples of

all three classifications will be reviewed and discussed.
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2.2.1. Direct sampling methods

This category includes all methods in which the soil and rock are examined directly
by coring, drilling, penetration testing or other methods (Wagener and Day, 1984).
Lane (1986) reported that until mid 1980’s, direct methods were the only possible
methods to study Karst and understand the process of their formation. Drilling is
considered one of the oldest and most straightforward approaches to evaluating and
studying sinkholes where holes are drilled to deep depths with an objective to locate
cavities (Figure 2.4). If cavities were found in an area, they were either bypassed
using piles supported by bedrock or sealed by grouting, a mixture of soil, cement and
water.

This hindsight approach can be used to study the area of interest and understand
what happened only after collapse has occurred. This investigating approach has
limited predictive capability as even though in some cases, high-density boring
programs are carried out, cavities can often escape detection, as ability to locate the
fracture systems that contribute to the instability of a terrain underlain by cavities is
not always easy to identify. Using this method, one cannot say with any degree of
certainty where or even when the next sinkhole will form. In spite of its limited
predictive capability, this approach as reported by Lane (1986) is still the accepted
engineering standard for assessing a site’s foundation qualification. The number,
locations, and depths of test holes are specified depending on the expected types and
depths of soil and bedrock, size of building, and type of proposed foundations (Lane,

1986).
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Figure 2.4: Drilling in progress
(Source: After Al-Mutairi et al., 1998)
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Drilling has been used in studying and investigating sinkholes worldwide. For
instance, Al-Mutairi et al. (1998) reported that a geotechnical investigation consisted
of drilling boreholes to depths of between 40 and 83 meters well within the
underlying limestone bedrock was carried out in Al-Dhahar area in Kuwait were the
area has experienced several collapses. The location of boreholes were carefully
selected to cover zones carrying different sinkhole potential risk factors, which were
assigned after reviewing the microgravity contour maps that indicated the area of
possible existence of underground cavities within the limestone and the overlying
soil (Al-Mutairi et al., 1998). It was reported that incidents where there was a loss of
water circulation or rapid drop downs of drill rods occurred and were considered as
an indicator of the existence of fracture and cavities within the bedrock.

These assumptions were later on confirmed by lowering video cameras inside
selected boreholes. Samples of boreholes collected showing highly weathered
limestone are shown in Figure 2.5.

Direct sampling methods are considered somehow expensive, slow, and have limited
predictive capabilities if compared to other available methods. Apart from the fact
that they provide point information with a relatively high degree of confidence, if
used alone, direct sampling methods could affect the accuracy of a site investigation.
This approach could be combined with other methods providing aerial coverage to

better understand and study the phenomenon.
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2.2.2. Indirect methods- Remote sensing

2.2.2.1. Geophysical methods

The most definitive means other than an expensive drilling program for locating
fractures, sinkholes, and caves is to utilize shallow geophysical techniques, which
should only be used for general guidance purposes to indicate the presence or
absence of natural cavities across an area rather than as an absolute survey of cavities
present at a site (Fischer et al., 1989). Several geophysical techniques are available;
each suited to a specific setting, and is attractive to be used as a starting point of an
investigation as they provide aerial coverage with reasonable cost. Lane (1986)
reported that some geophysical methods operate on the principle of detecting and
monitoring changes in natural properties of the earth, such as microgravity surveys;
others rely on monitoring changes in man-induced signals into the soil or bedrock,
such as ground penetrating radar, sound waves, and electrical currents.

Regardless of what method used, the main objective of using such methods rely on
their usefulness in detecting and evaluating any underground anomalies that may
help in identifying and locating subsurface cavities. Following is an overview of the
four most common geophysical techniques that have been successfully used in

studying the phenomenon.
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Figure 2.5: Samples of highly weathered and porous Limestone
(Source: After Al-Mutairi et al., 1998)
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2.2.2.1.1. Microgravity surveys

The microgravity survey measures the changes in the earth’s gravitational field due
to local variations in the density of subsurface strata. Extremely small variations in
the gravitational acceleration with great accuracy can be measured using modern
gravimeter such as LaCoste and Romberg Model D. Latitude, elevation, topography
of the surrounding terrain, tidal movements and lateral changes in the density
distribution of the subsurface region can all affect the values of measured gravity.
Nevertheless, eliminating the large variations due to these factors is possible and thus
obtaining, with great deal of accuracy, the net effect due to density variations
associated with subsurface formations such as sinkholes. Ogden (1986) has reported
that the continued corrections for instrument drift, elevation and terrain cause gravity
surveys to be tedious; however, their effectiveness can often outweigh the time
constraints involved.

Data acquired in the field can be used to produce residual Bouguer gravity maps as
can be seen in Figure 2.6. Interpretation of these maps is based on the measured
Bouguer values minus the regional gravity gradient. A negative residual Bouguer
gravity anomaly signifies a mass deficiency beneath a particular area, which could be
considered as an indicative of an air-filled or partially filled cavity at depth.

One should keep in mind that these techniques are unable to distinguish between
small features close to the surface and large features at depth, Moreover, its is useful
in locating cavities, but as Ogden (1986) reported, difficult to be used in determining

the depth or size of the cavities observed. Thus all anomalies detected by
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microgravity techniques should be further investigated using other available methods
such as drilling to obtain conclusions as to their significance. Many researchers have
shown that microgravity techniques are useful in locating cavities (Al-Mutairi, 1998;
Fischer et al., 1989; and Ogden, 1986) as they have been successfully utilized in
delineating negative anomalies such as filled sinkholes and cave passages.

The main advantages of this technique relies in the minimal disturbance it cause to
the investigated area and its inhabitants, its non-destructiveness, and the fact that it

requires a small crew to implement it.
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Figure 2.6: Final gravity anomaly map corresponding to the underground density
anomaly distribution
(Source: After OYO Corporation, 2000)
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2.2.2.1.2. Electrical resistivity methods

Electrical resistivity techniques are generally used to measure the natural resistivity
of soil, rocks, and groundwater thus; are often used for detecting variations in
composition of the overburden or bedrock and detecting the existence of
underground voids. This technique as reported by many researchers (Wagener and
Day, 1984; and Lane, 1986) uses arrays of electrodes in different configurations that
are set out along traverse lines across the site being investigated as can be seen in
Figure 2.7. One pair of electrodes injects an electrical current into the ground
generating a measurable voltage field between its self and a second pair of
electrodes. Figure 2.8 shows a map constructed from data collected by a resistivity
survey, where each dot represents a survey station and the contour lines representing
the relative resistivity changes over the area being investigated and thus confirm the
existence of subsurface cavities. The main advantages of these methods are their low
costs and ease of operation. On the other hand, they can be time consuming, as each
station has to be set up readings taken before one can move to the next station.
Unfortunately, Werner (1984) reported that electrical resistivity methods couldn’t be
used where there are buried pipes, cables, or where high current or high-voltage
power lines exist in the vicinity nor in paved areas such as parking and roads as they

tend to produce incorrect results.
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2.2.2.1.3. Ground penetration radar (GPR)

GPR is a contemporary technique widely used in the investigation of sinkholes as it
provides unique cavity detection capabilities by obtaining continuous subsurface
information at rapid traverse speeds, and thus is effective for both reconnaissance
and detailed site investigations as reported by Benson and La Fountain (1984). This
technique as shown in Figure 2.9, uses high frequency electromagnetic radiation and
produces graphic profiles of subsurface conditions such as the configuration of
strata, water table, cavities, buried pipes, and other subsurface features by processing
the reflected energy waves (Lane, 1986). Benson and La Fountain (1984) reported
that this technique provides the highest resolution of all surface geophysical methods
and that depths of one to fifteen meters or more may be obtained, however, the depth
of penetration is site and soil conditions dependent. GPR was used to study sinkhole
formation on interstate highway I-78 in western New Jersey and was successfully
able to locate subsurface cavities as can be seen in Figure 2.10. The Figure shows a
GPR scan showing a new sink near surface below the shoulder of I-78.

The main advantages of this technique are its continuous nature of operation as the
antenna is moved slowly across the ground surface, mobility of equipment that
makes total site coverage economically feasible, and the on spot analysis of data
using picture like radar presentations (Lane, 1986). On the other hand, since this
technique uses electrical energy, it can be severely limited by local condition such as

soil moisture.
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Figure 2.9: Block diagram of ground penetrating radar system

Radar waves are reflected from soil/rock interface, electronically processed, and then

Figure 2.10: GPR scan made in 1993 showing new sinkholes near surface
(Source: After Mellett and Maccarillo, 1995)
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(Source: After Lane, 1986)
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2.2.2.1.4. Seismic refraction

Lane (1986) reports that this technique transmits seismic energy waves into the
subsurface to determine the depth to and thickness of rock strata, depth to the water
table, and anomalous features such as cavities (Figure 2.11). Transmitted waves,
traveling at different velocities in different density materials, are refracted and
reflected at the interfaces between different composition strata and thus detected by

an array of microphone sensors located on topsoil.
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Figure 2.11: Field layout of a 12-channel seismograph showing the path of direct
and reflected seismic waves in a two layer soil/rock strata
(Source: After Lane, 1986)
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These reflected signals are then electronically processed producing subsurface

features indicative patterns (Figure 2.12). Although the amount of energy transmitted

limits the depths to which this technique is effective, transmitting large energy can

penetrate deeper strata. The only weakness this technique suffers from is its

sensitivity to extraneous vibrations especially when used in urban areas.
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Figure 2.12: Recording from a 12-channel seismograph
(Source: After Lane, 1986)
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2.2.2.2. Aerial photography

Conventional aerial photographs are black and white pictures of a terrain taken with
special cameras mounted in airplanes. Color aerial photos can also be taken using
films sensitive to different portions of the electromagnetic spectrum, recording light
across the entire visible spectrum. Black and white photos are preferred as they show
fine details and features of landscape. Lane (1986) reports that because of aerial
photography’s high altitude point of view, surface features can be easily observed
over a wide area, including topography, vegetation, and geomorphology. Trained
observers using surface features on these photos can provide information about
subsurface conditions such as cavities that could not be noticeable from the ground.
Lane (1986) further reports that Karst usually has a controlling influence on local
groundwater, such as flow patterns, recharge, and discharge areas and thus anything
that reflects groundwater conditions may be a clue to the existence of Karst. Figure
2.13 shows an aerial photo showing numerous sinkholes in an area west coast of
Florida where major collapses have occurred and large cavities of up to 100 meters
in diameter were found.

2.2.2.3. Satellite imagery

Satellite imagery is a newly developed technique used in the study of sinkholes
utilizing unmanned, earth-orbiting satellites carrying automatic television like
sensors. With each orbit, satellite sensors transmits signals and records the
backscatter and stores the information in order to transmit them to tracking stations

on earth.
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Figure 2.13: Aerial photo from an area West Coast of Florida
(Source: After: Benson and La Fountain, 1984)
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This information when processed by computers generates images that are pretty
similar to aerial photos but are not true photographs. This high altitude and speed
technique when compared to aerial photography surveys of the same area, can cover
much more territory and in less time. In spite of its aerial coverage and less required
time, this technique can only identify large ground features due to its resolution.
Chapter 4 of this dissertation will explain this technique in more detail, whereas
chapter 5 will determine the feasibility of using such a technique in investigating and
studying sinkholes.

2.2.3. Statistical methods

Sinkhole collapses and subsidences usually affect large areas and thus should be
treated using different approaches than that of localized problems. Benson and La
Fountain (1984) reported that assessing regional problems to maintain reasonable
levels of accuracy in an investigation or mapping program depends heavily upon the
integration of information from many sources to provide an overview of conditions
that can be thought of as a statistical database. Generating regional probability maps
using regional data such as geologic and hydrologic information, aerial photo
interpretation, and even records of recent collapses can identify areas susceptible to
collapse.

These methods have been used by several researches all around the world and have
produces promising results. One such study is the use of geographical information
systems (GIS) techniques to visualize large-scale patterns of sinkhole distribution in

order to conduct statistical tests of hypotheses about their formation.
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2.2.3.1. Brief review of GIS

Geographical information system (GIS) is a computer-based tool consisting of a
collection of computer software and hardware that can be used to visualize,
manipulate, analyze, and display data tied to spatial locations. These newly
developed systems are widely used in a wide range of public and private enterprises
as a tool for explaining events, predicting outcomes, and planning strategies. The key
feature that distinguishes GIS from other information systems is its ability to
integrate common database operations such as query and statistical analysis with the
unique visualization and geographic analysis benefits offered by maps. In these
systems, the geometric location of a feature is stored along with attribute information
describing what each feature represents. Either vector or raster data structure is used
to store location information with corresponding attribute stored in a set of tables
geographically related to the features they describe. For a better understanding of
GIS, one can refer to a book titled Principles of geographic information systems by
Peters Burrough and Rachael McDonnell.

Gao et al. (2001) used GIS software to sort and visualize locations of sinkholes,
generating a probability map of Winona county in Southern Minnesota based on
sinkhole distribution, bedrock geology, depth to bedrock and other factors with
results showing that sinkholes are strongly clustered. Whitman and Gubbels also
used GIS technology to investigate the spatial relationships between hydro

geological factors and sinkhole formation near Orlando, Florida.
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The level of site assessment undertaken should be a function of the known
susceptibility of the site to subsidence; the critical nature of construction, the level of
probability or confidence desired by the investigation, and the overall project
economics (Benson and La Fountain, 1984).

In this research, satellite imagery methods will be taken into consideration and will
be further studied to determine the utility of using such an approach in studying
sinkholes. More specifically, a newly developed technique, Synthetic Aperture Radar
(SAR) Interferometry, will be explained in details and later be used to detect very
small ground surface fluctuations. If proved successful, this technique will be used to
detect small ground surface motions due to the existence of sinkholes and thus assess

its effectiveness in studying the phenomenon.
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3. Sinkhole database development

3.1. Overview

In this study, a particular purpose database is developed to store and organize all the
information related to collapse or subsidence sinkhole occurrence. The concept of
relational data model that was introduced by E.F. Codd of IBM San Jose Research
Laboratory in the late 1960°s (Codd, 1970) is used to design the database along with
Microsoft Access, the Relational Database Management System (RDBMS) chosen to
develop the database due to its availability on most computers. The concept of
relational databases uses the theory of a mathematical relation as its basic building
block and has its theoretical basis in set theory and first order predicate logic
(Elmasri and Navathe 2000). A relational database consists of a collection of tables,
each 6f which is assigned a unique name with each row representing a relationship
among a set of values (Silberschatz et al., 2002).

It is important in the design of the database to organize the data within each task-
oriented database to make the performance of the database efficient. The database
structure, which includes data sources, flows, transactions, and updates, should be
carefully designed to achieve that task. The use of relational database management
tools could help control many potential problems associated with database design
and applications. A careful design would result in a good database relationship and
thus reduce data redundancy, avoid inconsistencies, and maintain data integrity

efficiently.
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A large number of data from several collapse and subsidence sinkhole case histories
are available in different sources (Steiner, 1975; LaMoreaux, 1984; and Al-Mutaiti et
al., 1998). Large sinkhole occurrences such as the 1984 Winter Park sinkhole in
Orlando, Florida (Schmidt and Scott, 1984; Jammal, 1984; and Lane, 1986), the
1970 Transvaal sinkhole in South Africa (Brink, 1984; and Wagner and Day, 1984),
and Big Sink sinkhole in Shelby, Alabama (LaMoreaux, 1984) provide great amount
of data on sinkhole occurrences that can be used in studying the phenomenon and
thus gives a great opportunity to evaluate the engineering effects of sinkhole
occurrences in urban areas which plays a big rule in predicting future collapses and
subsidence.

The collapse and subsidence sinkhole database includes three interrelated tables,
sinkholes worldwide, reference list, and references. The first table, sinkholes
worldwide, includes important sinkhole information such as the country where the
sinkhole occurred, the name of the sinkhole, if any, the date of occurrence, shape of
sinkhole, sinkhole dimensions, causes, first signs, and initial treatment carried out at
the site. The second table, reference list, serves as a tool relating each sinkhole with
the reference used as a source of information for it in the reference table. The last
table, references, includes detailed information of the references used in collecting
the data listed in sinkhole worldwide table such as the authors name, reference title,
material type, publisher and other important information that will help in easily

locating the reference if needed.
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Up to this date, data of about 82 sinkholes spread worldwide were collected and
input into the database, some fields were left blank due to lack of sufficient
information. Figure 3.1 shows the preliminary relationships for the collapse and
subsidence sinkholes database.

3.2. Results

A relational sinkhole database was developed in Microsoft Access for structuring the
large amount of data on collapse and subsidence sinkholes. This database included
all the important information collected for each incident and thus can be used to
further investigate and understand the phenomenon. The database included collapse
and subsidence sinkhole information gathered from 82 sinkhole incidents that
occurred in different parts of the world, some of which caused losses in human lives,
others that were very large is size causing a great amount of damage to structures and
life lines. Data of gigantic collapses such as the Winter Park sinkhole that occurred
in Orlando, Florida in 1981 with diameter ranging up to 106 meters, the 400-meter
diameter Tianqum cave sinkhole that occurred in Sichuan, China, and other deadly
sinkholes such as the 100-meter diameter sinkhole that occurred in Transvaal, South
Africa in 1970, are included in the database. Figure 3.2 shows a snap shot of the
developed database showing the sinkholes worldwide table.

Although subsidence sinkholes occur more often, they were rarely documented.
However, surface collapse sinkholes are better documented and references were
easier to locate. The database contained 89% surface collapse sinkholes and only

11% subsidence or raveling sinkholes as can be seen in Figure 3.3.
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Sinkholes were divided into two types according to shape; they were either circular
or non-circular, which included all irregular shaped sinkholes. The database
consisted of 63% circular, 28% non-circular and 9% indeterminate sinkholes. The
sinkholes ranged in depth from a minimum of 0.2 meters to a maximum of 176
meters with a mean equal to 14 meters and a standard deviation of 25 meters.

The Tianqum cave circular sinkhole in China had the largest diameter (400 meters)
in the database while a sinkhole in Georgia; USA had the smallest diameter (1
meter). The mean sinkhole diameter was 37 meters with a standard deviation of 65
meters.

The mean length and width of non-circular sinkholes were 35 meters and 15 meters
respectively with a standard deviation of 36 meters and 30 meters. The largest non-
circular sinkhole was the one that occurred in Alabama, USA in 1972 with a length
of 140 meters and a width of 115 meters. The depth to limestone ranged between 2 to
215 meters with a mean equal to 38 meters and a standard deviation of 48 meters,
while the depth to water level had a minimum of 1.5 meters and maximum of 122
meters with mean equal to 22 meters and a standard deviation of 27 meters. The
database included case histories that occurred between 1960 and 2001. In most cases,

sinkholes occurrence dates were well documented (Figure 3.4).
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4. Methodology

4.1. SAR interferometry
The main objective of this proposal in to propose a method for detecting and
monitoring sinkholes and subsidence susceptibility over large Karstic areas using the
small ground surface elevation changes that can be detected by the newly progressed
Synthetic Aperture Radar (SAR) interferometry technique. Within a decade, imaging
radar interferometry has matured to a widely used geodetic technique for measuring
the topography and deformation of the earth (Hanssen, 2001). Interferograms, which
are generated from the phase difference of two radar images acquired either by two
different antennas or using repeated acquisitions (Zebker et al., 1994; and Hanssen,
2001), are able to detect small deformations in the ground surface elevation over
large areas with very high accuracy (1cm or less). Interferometry, an idea that was
based on the wave front concept developed by Christiaan Huygens in 1690 as stated
by Hanssen, underwent a spectacular increasing array of applications in the field of
geophysics since the late 80°s. These applications can be categorized in roughly four
disciplines (Hanssen, 2001):

1. Topographic mapping with a relative accuracy of 10-50m

2. Deformation mapping with mm-cm accuracy

3. Thematic mapping based on change detection

4. Atmospheric delay mapping with mm-cm accuracy in terms of the excess

path length
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The formation of sudden collapses and subsidence due to the instability of Karst has
caused tremendous losses in both human lives and structures all around the world.
One can only imagine the possible far-reaching scientific, technical and societal
beneficial outcomes of using such a method for studying and maybe identifying
areas that are prone to future collapses or subsidence. A thorough understanding of
the principles of the technique is vital at this stage and is also important particularly
for the analysis, interpretation, and handling of the interferometric data. This chapter
reviews the basic concepts of SAR interferometry starting with an explanation of
Synthetic Aperture Radar (SAR) in general followed by a review of past SAR
missions, and a short description of the basic components of a typical SAR
instrument. A major part of this chapter focuses on SAR interferometry processing, it
self, by reviewing past work and discussing the methodology and principals of
interferometry. Phase observations, topographic height, and surface deformation
will also be discussed.

4.2. Synthetic aperture radar

Radio detecting and ranging (radar) refers to a technique and an instrument that
emits electromagnetic pulses in the radio and microwave regime, as can be seen in
Figure 4.1, and detects the reflections of these pulses from objects in its line of sight
(Hanssen, 2001), see Figure 4.2. The techniques use both two-way travel time of the
pulses and backscatter intensity in determining the distance to the detected object
and inferring physical quantities representatively. Physical quantities such as the size

or surface roughness of the detected object can be inferred (Figure 4.3).
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Figure 4.2: Radar transmits a pulse and measures reflected echo (backscatter)
(Source: After Freeman, 2000)
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Figure 4.3: Imaging different types of surface with radar
(Source: After Freeman, 2000)
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Synthetic Aperture Radar (SAR), an imaging radar system, is one of the most
advanced engineering inventions of the twentieth century (Soumekh, 1999). In 1951
an invention in radar by Carl Wiley followed by developments at the universities of
[llinois and Michigan in the late 50’s and early 60’s revolutionized the way of the
construction of human-made vision systems and culminated in the concept of the
synthetic aperture radar (Soumekh, 1999; and Hanssen, 2001). The basic idea behind
SAR, as Soumekh stated, is to synthesize the effect of large-aperture physical radar,
whose construction is considered infeasible. This large-aperture physical radar is
synthesized by combining the information of many received pulse returns within the
synthetic antenna length, which is created by using a moving antenna (Figure 4.4).

This process leads to a really large increase in azimuth resolution as can be seen in
Figure 4.5. The key factor for these advances is the coherent radar, where phase thats
behavior needs to be stable within the period of sending and receiving the signal, as

well as amplitude are received and preserved for later processing (Hanssen, 2001).
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Figure 4.4: Constructing a synthetic Aperture Radar
(Source: After Freeman, 2000)
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The coherent deformation of the earth’s surface within the radar’s swath can be
observed as a fraction of the radar’s wavelength, resulting in a sub-cm ranging
accuracies in the radar line-of-sight (Hanssen, 2001).

This outstanding imaging radar invention, which operates in the microwave region of
the electromagnetic spectrum that provides improved signal penetration, decreased
attenuation and especially that of atmosphere, was able to overcome previous
satellite remote sensing method’s limitations. The improvement lies in the fact that
the active radar observations can be collected at nighttime, can operate generally
independent of weather conditions, and is not affected by cloud cover or haze

(Soumekh, 1999; and Hanssen, 2001).

FLIGHT DIRECTION |
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Figure 4.5: Building up a radar image using the motion of the platform
(Source: After Freeman, 2000)
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4.3. Review of past SAR missions

Starting from 1981 and due to the success of tests performed on mainly airborne
SAR systems, many space shuttle missions carried Synthetic Aperture Radars on
board (Table 4.1). One such outstanding result was that of the L-band SAR system
on board of Seasat satellite that was launched mid 1978 for ocean studies, a mission
that resulted in splendid SAR imagery and thus enabled SAR systems to be included

in many future satellites (Elachi et al., 1982; and Hanssen, 2001).
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Table 4.1: List of satellite SAR missions with their most important design
parameters
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One of the first instruments used was the SIR-A, a shuttle imaging radar (SIR)
laboratory L-band system, which operated for 2.5 years and provided spectacular
data recorded analogously on tapes. SIR-B, an improved version of SIR-A, orbited
the earth in 1984 with the ability to steer its antenna mechanically achieving different
look angles with full digital data recording (Hanssen, 2001).

The former Soviet Union launched the first S-band SAR system, Cosmos-1870 in
1987 followed by another SAR system, ALMAZ-1, which was launched in 1991.
Both systems operated for a period close to two years. ERS-1, the first SAR
European remote sensing satellite, and ERS-2 were launched by the European Space
Agency (ESA) in 1991 and 1995 representatively. ERS-1, the five year life satellite
kept operating for nine years and thus enabled a so-called “tandem-mode”, which is
the operation of two satellites at the same time and orbit, when it kept operating for
nine months following ERS-2 in the same orbit (Hanssen, 2001).

The L-band Japanese Earth-Resources Satellite (JERS) was launched in 1992 and
operated for almost six years resulting in acquisitions better suited for repeat-pass
interferometric applications.

SIR-C/X-SAR, a combined system developed in 1994 by NASA’s Jet Propulsion
Laboratory (JPL), the German Aerospace Center (DLR), and the Italian Space
Agency (ASI) orbited the earth in different seasons to detect seasonal differences in
the generated images under three different frequencies, an L-band, C-band, and X-
band. This combination of different frequencies extended and improved the

interpretation of the data significantly (Lanari et al., 1996; and Cotelli et al., 1996).
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In 1995, Rdarsat, a SAR satellite system with ScanSAR mode, a system that can
acquire wide swaths, was launched by the Canadian SPACE agency (CSA) with
limited orbit control and maintenance and thus restricted its interferometric
capabilities. One recent SAR satellite mission, Shuttle Radar Topography Mission
(SRTM), was launched in 2000 using single pass configuration with two antennas.
This system was able to overcome some previous repeat pass mission problems
related to topography mapping (Hanssen, 2001). The European Space Agency (ESA)
launched the most recent SAR satellite mission, EnviSAT, in March of 2002, a
polar-orbiting earth observation satellite that provides measurements of the
atmosphere, ocean, land, and ice. This satellite has an ambitious and innovative
payload to insure the continuity of the data measurements of ESA’s satellites ERS-1
and ERS-2.

4.4. SAR components

The block diagram in Figures 4.6 shows the basic SAR system configuration, while
Figure 4.7 defines the nomenclature used in SAR systems.

A transmitter generates a periodic RF waveform, which could either be a simple
sequence of short pulses, or has rather more complicated structure. An antenna is
used to both radiate the RF waveforms as EM wave and receive the reflected waves
as well. Each SAR system also includes a receiver, which is used to detect and
amplify the reflected signal emerging from the antenna. A signal storage matrix
capable of preserving the time delay structure for each reflected pulse is used, where

this information is required to provide range resolution.
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This storage matrix must also be capable of storing a sequence of reflected pulses
sufficiently to permit adequately long synthetic arrays to be performed (Reeves,
1975). A SAR system also includes a signal processor, which can accept signals
from the storage matrix and affect the required processing without causing loss of
range-dimension structure. A display device is also needed to present the output of
the signal processor to the user.

Finally, each SAR system includes a timing system, which is required to synchronize
the functions of all the other elements of the system. The above-mentioned basic
SAR system elements are all interconnected as can be seen in Figure 4.6. Although
all SAR system components can be found in the aircraft or spaceship, both the
processor and display unit are usually ground based. The following sections explain
in more details the calculations used in SAR system components.

4.4.1. Emitter

Echoes from each short, high-energy microwave pulses emitted by radars to the earth
are recorded. A pulse is triggered and transmitted by the control systems. Shape of
the pulse, amplitude and modulation characteristics can be written for the i™ pulse

(Henderson and Lewis, 1998):
1/2 ; T
PY2 pysin(oy + ] ) (1)
Where,
P%! 2 = Peak power of transmitted pulse

p (t)= amplitude weighting of pulse, including envelope and pulse modulation
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V4= Radar carrier frequency (radians/sec)= 27zf, where Af, = c is the speed of light

T

And ¢ = reference phase of the transmitted signal.

4.4.2. Receiver
The antenna transmits an electromagnetic (EM) field that radiates and illuminates the
scene and re-radiates towards the radar following a simple function of I', of the
incident field and can be expressed as (Henderson and Lewis, 1998):

E,=T(R,p)E, (4.2)
Where, E,=The incident field
Eg = The backscattered field
R, ¢ = The range and azimuth from the radar position

The magnitude of I'represents the efficiency of the field reflection whereas the
phase of T" represents the phase shift during reflection.

Both the extremely weak EM field (107" orders of magnitude smaller than the
energy of the emitted pulse) and the signal reaching the receiver have to be amplified
to produce a more useful level and separated from the background noise
representatively (Henderson and Lewis, 1998).

4.4.3. Demodulator

Demodulation, a simple frequency shift, is an important process where carrier
frequency is removed as the information of interest lies in the envelope and phase of
the received signal rather than the carrier frequency itself. In this process, the

received signal is multiplied by a carefully controlled sinusoidal signal resulting in
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the creation of two versions of receiver output (Henderson and Lewis, 1998). The
first version is centered at the receiver carrier and demodulator frequency whereas
the second version is centered at their difference frequency (Henderson and Lewis,
1998). The signal component centered at the difference frequency is the only one
selected by the demodulator. Quadrature demodulation is usually used as a
modulation method (Henderson and Lewis, 1998).

4.5. SAR interferometry

One capability that remained out of reach for radar is the measurements of angles.
This limitation was overcome by interferometry, an idea of using phase information
of two SAR images acquired either by two different antennas or using repeated
acquisitions (Figure 4.8). This simple idea made obtaining distances as well as
angular measurements by a SAR system possible. Single-pass or repeat pass
interferometric configurations, which will be explained later in this section, can be
used as stated by Hanssen (2001), where the former configuration uses two physical
antennas to collect the radar echoes and generate elevation observations with
accuracies in the order of 6 meters for space borne sensors, whereas the later
configuration uses two radar images that are acquired by a single antenna revisiting
the area afier a specific time interval and thus observe dynamic processes. The use of
the phase measurements (multiplicative interferometry) enabled the observation of
relative distances as a fraction of the radar wavelength, and the difference in the
sensor locations enabled the observation of angular differences, necessary for
topographic mapping (Hanssen, 2001).
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Interferometry can be divided into two distinct types, additive and multiplicative as
can be seen in Figure 4.9. Additive interferometry signals (amplitude fringes) are
obtained by the coherent summing of the amplitudes of two input signals, whereas
multiplicative interferometry interferometric phase is obtained by coherent cross-

multiplication of the two input signals.

SAR Images
Pixel Height

Interferometer I
Phase I
Difference Altitude
above I
|
|
I

ground

Height
l ahove
ground

Figure 4.8: The basic imaging geometry with image processing for SAR
Interferometry
(Source: Modified after Shields, 1997)
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Figure 4.9: The two types of interferometry. (A) Additive interferometry
(Amplitude fringes) of fluid thickness observed by laser illumination (Courtesy M.
Decre, Philips Research Laboratories). (B) Multiplicative interferometry (Phase
fringes) for topographic mapping.

(Source: After Hanssen, 2001)
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Additive interferometry suffers from a couple of disadvantages in the sense that it is
considered impossible to determine whether the interferometric signal is increasing
or decreasing, moreover, the accuracy is only a fraction of the amplitude cycle and
thus is often not very accurate. On the other hand, multiplicative interferometry gives
more accurate results, as the determination of the fraction of the phase cycle is
considered somehow easier.

4.5.1. Methods for acquiring SAR interferometry data

Three methods are available and can be used for gathering SAR Interferometry data;
across track interferometry, along track interferometry, and repeat pass
interferometry. Each method is developed to capitalize on the strengths of the sensor
as well as the application for which the data is acquired (Shields, 1997).

The first method, across track interferometry, uses two antennas mounted on an
aircraft in a position perpendicular to the flight path allowing the sensors to gather
information on the height of targets (Figure 4.10). Using this method allows the
capturing of data in a single pass due to the availability of two antennas on the
aircraft, where the first antenna sends and receives signals where as the second
antenna is used to receive data only. A distance referred as the baseline, which has a
great affect on the SAR performance, separates the two antennas. This distance
should carefully be calculated as too long baselines results in uncorrelated return
wavelengths. The length of baseline also affects the interferometric scale factor,

which defines the amount of phase shift for a given height (Shields, 1997).

57

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



This method of SAR Interferometry data acquisition is suitable for the creation of
Digital Elevation Models (DEM) and topographic mapping.

Along track interferometry, another method used for acquiring SAR interferometry
data, is similar to across track interferometry method in the sense that it requires two
antennas mounted on an aircraft. However, this method of data acquisition requires
the antennas to be mounted in a position parallel to the flight path direction as can be
seen in Figure 4.11. This position enables the sensors to acquire horizontal data,
which are very useful for velocity measurements. Across track and along track
interferometry can also be referred to as single pass interferometry.

Repeat pass interferometry, the third and most recent technique available for SAR
interferometry data acquisition, adopts a single antenna and thus is suitable for
mounting on satellites and space shuttles. As apposed to the two previously
interferemetric data acquisition methods, where multiple images are acquired from
the same wavelength, this method capture images of the area at differing times or
slightly different incident angles. Here, the baseline is referred to the difference in
the satellite positions. Data acquired using repeat pass interferometry are considered
ideal for use in measuring land deformation and change detection. The geometry of
repeat pass interferometry is illustrated in Figure 4.12 below.

Some main points of SAR interferometry principles and previous studies were
described in Reeves (1975); Franceschetti and Lanari (1999); Soumekh (1999); and

Hanssen (2001) and hereafter summarized in the following sections.
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Figure 4.10: Across track interferometry geometry
(Source: After Shields, 1997)

Figure 4.11: Along track interferometry geometry
(Source: After Shields, 1997)
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Figure 4.12: Repeat pass interferometry geometry
(Source: After Shields, 1997)

4.5.2. Overview of past work and differential SAR interferometry methods

In 1946, after the Second World War, radio interferometry developed when Ryle and
Vonberg constructed the first radio analog of the Michelson-Morley interferometer
and was soon able to locate a number of cosmic radio sources (Tubbs, 1997). This
was followed by developments in the field of planetary mapping, where the range-
Doppler configuration enabled the mapping of radar reflectivity from iso-range lines
and iso-Doppler lines (Evans and Hagfors, 1968). Rogers and Ingalls solved
ambiguity between refiections from the northern and southern hemispheres of the
planet, which remained unknown, in 1969 by using two antennas interferometry for
the first time. Ziks (1972) later used the antennas small beam width in measuring

elevation differences using interferometry.
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The U.S. military were the first to perform airborne radar (SAR) experiments for
topographic mapping, when a patent for obtaining elevation from phase difference
images was filed in 1971 (Richman, 1982; and Henderson and Lewis, 1998).
Graham published the first results of this method using two antennas and coherent
additive interferometry with optical processing techniques in 1974. On the other
hand, two antennas single pass airborne interferometry with digital image processing
and coherent multiplicative interferometry matured in the 80’s with first results
published by Zebker and Goldstein in 1986.

These applications of interferometry are still used by various researchers since its
development after the Second World War with topography estimation being the main
focus, and thus yielding elevation accuracies comparable with optical methods with
the valuable advantage of working in all weather conditions (Table 4.2).
Nevertheless, the experiments with the repeat-pass configuration and the use of
differential interferometry clearly demonstrated an even more spectacular
application, deformation monitoring (Hanssen, 2001).

Differential interferometry is a technique that requires the comparison of two
interferograms and thus involves the use of either a third data set from repeat pass
interferometry or an accurate DEM from an external resource.

Some most recent interesting experiments using this method with satellite data were
carried out in the 80’s and 90’s and resulted in mainly three methods of generating

differential interferograms used in detecting very small ground surface changes.
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1 .ocation Reference

Earthquakes
Kobe, Japan Ozawa et al. (1997)
Landers earthquake, California Massonnet et al. (1993); Massonnet and

Adragna (1993); Zebker et al. (1994); Peltzer et
al. (1994); Massonnet et al. (1994); Feigl et al.
(1995); Peltzer et al. (1996); Massonnet et al.
(1996b); Hernandez et al. (1997); Price and
Sandwell (1998); Michel et al. (1999)

Hector earthquake, California Sandwell et al. (2000)

Manyi earthquake, Tibet Peitzer et al. (1999)

[zmit earthquake, Turkey Barbieri et al. (1999); Hanssen et al. (2000a);
Reilinger et al. (2000)

Eureka valley, California Massonnet and Feigl (1995b); Peltzer and
Rosen (1995)

Northridge earthquake, California Massonnet et al (1996a); Murakami et al,

(1996); Kawai and Shimada (1994)
Kagoshima-kenhokuseibu earthquake, Japan Fujiwara et al (1998)

Nuweiba earthquake, Gulf of Elat (Aqaba) Baer et al. (1999); Klinger et al. {2000)

Grevena earthquake, Greece Mayer et al. (1996); Clarke et al. (1996)

Colfiorito, Umbria-Marche, Italy Stramondo et al. (1999)

Creep San Andreas fault/Parkfield Rosen et al. (1998); Burgmann et al. (2000b)
Volcanoes

Vatnajokull, Iceland Roth et al. (1997); Thiel et al. (1997)

Keafla spreading segment, Iceland Sigmundsson et al (1997)

Etna, Italy Massonnet et al (1995); Briole et al. (1997);

Delacourt et al (1997); Lanari et al. (1998);
Williams and Wadge (1998)

iwo Jima, Japan Ohkura (1998)

Izu peninsula, Japan Fuliwara et al. (1998)

Katmai, Alaska Lu et al. (1997); Lu and Freymueller (1999)

Kilauea, Hawaii Mouginis-Mark (1995a); Rosen et al. (1996);
Zebker et al. (1996,1997)

Soufriere Hills, Montserrat Wadge et al (1999)

Campi Flegrei, Italy Usai et al. (1999); Avallone et al. (1999)

Yellowstone caldera, Wyoming Wicks et al. (1998)

Piton de la Fournaise, Reunion Sigmundsson et al (1999)

Long Valley, California Thatcher and Massonnet (1996)

Unzen, Japan Fujii et al. (1994)

Galapagos Mounginis-Mark (1995a); Jonsson et al. (1999);

Amelung et al. (2000a)

Table 4.2: Major geophysical events studied using radar interferometry, and main
references
(Source: After Hanssen, 2001)
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Location Reference
Induced Subsidence/Uplift
Geothermal fields Massonnet et al. (1997); Hanssen et al.
(1998a); Jonsson et al. (1998); Carnec
and Fabriol (1999); Fialko and Simons

Las Vegas, Nevada (2000)
Paris, France Amelung et al. (1999)
Napels, Italy Fruneau et al. (1998)
Antelope Valley, California Tesaur et al. (2000)
Gardanne, France Galloway et al. (1998)
Pomona, California Carnec et al. (1996)
Groningen, Netherlands Ferreti et al. (2000)
Imperial Valley, (swelling), California Hanssen and Usai (1997); van Bree et
al. (2000)
Gabriel et al. (1989)
Glacier/Ice Motion
Antarctica/Patagonia Goldstein et al. (1993); Hartl et al.

(1994a,b); Wu (1996); Rott and Siegel
(1997); Rott et al. (1998); Joughin et
Greenland al. (1999)

Joughin (1995); Kwok and Fhnestock
(1996); Joughin et al. (1996); Rignot et
al. (1997); Joughin et al. (1997); Mohr
(1997); Mohr et al. (1998); Joughin et
al. (1998);Hoen and Zebker (2000)

Table 4.2 continued: Major geophysical events studied using radar interferometry,
and main references
(Source: After Hanssen, 2001)

The first method was developed by Gabriel and Goldstein, where shuttle’s SIR-B
data was used first in 1988 in studying dynamic phenomenon and thus a method was
proposed to measure very small (1 cm or less) surface motion with good resolution
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(10 m) over large swaths (50 km) using SAR images (Gabriel and Goldstein, 1988;
and Goldstein et al., 1989). Gabriel et al. (1989) method used two images made of a
scene by simultaneously flying two physically separated antennas, or one antenna
flown twice over the same track. The phase of corresponding pixels are later
differentiated, and altitude is deduced from some simple computation and image
rectification. This method was applied to a site in Imperial Valley, California, using
Seasat data and was able to detect very small motion effects due to water-absorbing
clays.

The second method, DEM Elimination (DEME), was developed in 1993 when SAR
interferograms from the European ERS-1 satellite were first combined with digital
elevation models (DEM) by Massonnet et al. (1993) to generate earthquake
displacement maps. The interferogram used was generated using SAR images
acquired before and after the earthquake where a Digital Elevation Model (DEM)
was later used to remove topographical effects. This method was able to isolate the
earthquake line- of-sight displacement field. The method was later further developed
in 1994, achieving successful results and demonstrating that for a particular area data
sets acquired more than one year apart were sufficiently correlated to form
interferograms and suggested that the accuracy could be sacrificed in certain
circumstances if atmospheric effects are ignored (Massonnet et al., 1994).

The third method, Double Difference (DD) or three-path method, suggested by
Zebker et al. (1994), combines three SAR images in generating two pairs of

interferograms where topographic as well as dynamic effects are separated and thus
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displacement field is estimated using radar data alone. The results of this method
were verified by comparing them with available Global Positioning Systems (GPS)
data.

4.5.3. Principles of SAR interferometry

Although the basic module of Synthetic Aperture radars is considered the same, this
radar can be found in many different configurations. The most important radar
feature to enable SAR or Interferometric SAR is to be coherent within the time span
between sending and receiving one pulse so as to retain the phase of the transmitted
signal and use it as a reference against which the returned signal can be compared
(Hanssen, 2001). Imaging radar interferometry uses complex SAR images generated
using either one antenna or different antennas at different locations and time as was
mentioned earlier. This high-resolution 2-D imaging radar is used to generate an
interferogram that permits the determination of minute differences in the range, on
the sub-wavelength scale, for corresponding points of an image pair.

The principles of SAR interferometry fall into two basic classes, spatial and temporal
baselines, where multiple inteferograms can be combined with simultaneous spatial
and temporal baselines. The baseline here is defined as the distance between two

acquisition tracks and is denoted by “B” as was illustrated Figure 4.8.

The baseline is called “ spatial baseline” when the measurement is simultaneous on
these two tracks, which means that the transmission point is either from a common or

separate point on each track. This type of baseline is used in terrain topography
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estimations as it allows us to measure target elevations. Moreover, the baseline is
called * temporal baseline” when the measurement is acquired from an exactly
identical acquisition track at different times and thus helps in measuring changes in
the observed scene between the periods of data acquisition using interferometric
differencing. Both previous baselines can be used simultaneously resulting in a so-
called “ Mixed baseline”.

4.5.4. Phase observation, topographic height, and surface deformation

This section summarizes the basic principle of interferometry topographic mapping.
Although topographic height and surface deformation estimates are obtained using
two-phase observations, differential interferometry can be used to improve the
accuracy of those measurements. Following is the mathematical derivation of the
basic two-phase interferometry used for topographic mapping and surface
deformation estimations. Figure 4.13 defines all the variables used in the derivation.

Both SAR images used to generate the interferogram are composed of a regular grid

with complex values y1 and y2 as follows (Hanssen, 2001):
yl=|yllexp(iy1)

y2=|y2lexp(iyy) (4.3)
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Figure 4.13: Interferometric configuration for height Hp
(Source: After Hanssen, 2001)

The y2 grid is aligned and resample to the corresponding locations in the y1 grid

followed by a complex multiplication resulting in a complex interferogram:

v=y1 2" =|p1]p2lexp G (p) -y2)) (4.4)

In the previous equation, y 2" denote the complex conjugate of the value y2. For
resolution cell P, both observed phase values of pand wpp in the two used

images could be expressed as follows (Hanssen, 2001):

272R

ip = “—7‘1“+Wscat,1p
272R
2p T~ P 2 t¥scat,2p 4.5)
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Here Ri and Ra represent the geometric distances, while ygcqr pandWgeqr2p

represent the scattering phases in both images. There are circumstances where the

value of the scattering phases become the same (ygcqyr 1 p=Wscar,2p)- in this case

the interferometric phase can be written as (Hanssen, 2001):

_4n(Ri-Rp) _ 47AR
A A

$p =¥ip—W2p = (4.6)

With AR representing the path difference. The differentiation of ¢ p can be

expressed as follows:

odp = -—47”6AR 4.7)

With the path length difference, AR = B sin (6-a) approximately, according to the
far-field or parallel-ray approximation (Hanssen, 2001). It is not possible to derive
AR from the geometry in Figure 4.13 due to the 2n ambiguities and orbit
inaccuracies. However, the relation between the changes in AR and 6 can be found
using:

AR = Beos(0° - a)o0 (4.8)
Both Eq. (4.7) and Eq. (4.8) can be combined to obtain the relation between an

interferometric phase change and the change in the look angle 6 as follows:

56 = —%Bcos(@o — )08 4.9)
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The interferometric phase change, which can be defined as the difference between
the measured phase ¢ and the expected phase for the reference body ¥ derived from
the orbit geometry, thus written as:

op=¢-9 (4.10)
As can be seen in Figure 4.13, the height of the satellite above the reference body
can be expressed as:

Hgyt = Rycosd (4.11)
The above equation is differentiated for a resolution cell P with range R1p resulting
in an expression of the relationship between changes in look angle 6 due to height

difference 0H,; , that can be expressed as (Hanssen, 2001)

OHgy =—Hp =R psing900 (4.12)
Where Hp is the measured height for range resolution cell P, since both P and P’ are
in the same resolution cell.
Considering geometry and with the use of both equations (4.7) and (4.10), the

relationship between both the height Hp, above the reference body, and the phase

difference Ogp can be written as follows:

Hp = —Ma% (4.13)
4rB)
Where
0 0
Blp= Bcos(ep —-a) (4.14)
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Here, the initial value «92 must be found for an arbitrary reference surface, for

example a sphere or an ellipsoid. Using 9¢, = 27 in Eq. (4.13) yields the height of

ambiguity, which is the amount of height change that leads to a 2 change in

interferometric phase:

ARI sin@o
hy, =|—2 P (4.15)
27 2BO
L.p

The influence of topography, Hp, and surface displacement, Dp, on the
interferometric phase differences relative to the reference body are then combined.

From Eq.s (4.7), (4.8), and (4.13) we find (Hanssen, 2001):

30
op =1 p ———-—————l’pOH (4.16)
p A P R sineg p

1p p

Since the measured interferometric phase is equal to the sum of the reference phase

¢ and the derivations:

g =9 +0 4.17
$,=%, ¢ f (4.17)
Where the reference phase, 9, , is defined as:
9 =2 pein@? - ) (4.18)
P2 p '

From all of the above, we can find that the measured interferometric phase is defined

as (Hanssen, 2001):
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4z 0 Bﬁ p
¢ =-—|Bsin(@" —a)-D ————’-6H (4.19)
J 2} D R_lSiIIQ p

This equation implies that for an effective baseline, B,, of 100 meters, a height

difference Hp of 1 meter yields an interferometric phase difference of approximately
4.5 degrees, which is well below the noise level of some 40 degrees, and is therefore
practically undetectable (Hanssen, 2001). However, in the differential case, change
Dp of 1 cm in the range direction, yields a phase difference of 127 degrees, which is
easily detectable (Hanssen, 2001).

4.6. Available interferometric software

Several interferometric software have been developed by different organizations,
institutions, and companies, with the ability to form Single Look Complex SAR
images from RAW radar data, and use a pair of them to generate an interferogram
that can be used for deformation studies in a given area. Table 4.3 lists some of the
available interferometric software. In this research, SAR and interferometric
processing will be conducted using the Repeat Orbit Interferometry Package,
ROI_PAC, a SAR processing and Interferometry software developed at JPL/Caltech.
The algorithms and procedures implemented in ROI PAC, wrote by many
contributors, which was initially developed at JPL in the 1980 and first released
outside JPL and Caltech in 2001, will be thoroughly explained and discussed in
chapter 6 of this dissertation. This particular package was chosen for the following

reasons:
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I- One software capable of generating Single Look Complex (SLC) SAR
images from RAW SAR data, as well as use a pair or three of such images to
generate interferograms of the study area.

2- Available in public domain and offer a free academic license.

3- Capable of perforrning both two-pass and three-pass interferometric
techniques.

The package can perform interferometric processing by either using a pair of ERS
SAR images and a Digital Elevation Model (DEM) to remove phase due to
topography, or a set of three SAR images. Two-pass SAR interferometry with
Digital Elevation Model Elimination (DEME) approach suggested by Massonnet and
others, 1993, will be used as the interferometric analysis method, where an already
available Digital Elevation Model (DEM) will be acquired and used to estimate and
remove the topographic signal. This method was chosen for the following reasons:

1- USGS DEM’s are easily obtained and readily available.

2- ERS SAR radar data are very expensive and thus limits the data that can be
purchased for this research.

Chapter 7 of this dissertation will involve using the chosen Interferometric package
and technique to generate an interferogram of a subsidence case study. The chapter

will also include a thorough interferometric analysis of the study area.
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Software Package

Differential Interferometric
Automated Process Applied

Description

Creates of all kinds of interferometry products
(Interferometric phase images, Differential

Developer

French Space

interferometric phase images, Coherence Agency (CNES)
to Survey Of Nature images and Coregistered amplitude images)
from raw data or complex images (SLC) from 1992
(DIAPASON) ERS-1, ERS-2, JERS-1, RADARSAT and
ENVISAT satellites.
1- Capable of ingesting raw data and producing VEXCEL
Single Look Complex (SLC) SAR images Corporation
T™
FOCUS 2- Includes algorithms for phase unwrapping, 1993
PHASE ™ interpolation, height model generation and
differential interferometry
1- Offers a full choice of SAR processing
algorithms and parameters and is capable of
utilizing multiple CPU's for increased
Earthview APP ® throughput. Atlantlinscmentlﬁc
. 2- Produces digital elevation models and height
Earthview InSAR ® change maps through the use of repeat-pass 1995
SAR interferometry.
1- Allows the generation of complex and real
valued SAR images from raw data of the GAMMA Remote
Modular SAR Processor current spaceborne and airborne sensors. .
(MSP) Sensing
2- Generation of interferometric products
Interferometric SAR starting with complex SAR data as the Single 1995
Processor (ISP) Look Complex (SLC)
Delft Object Oriented Radar | Capable of processing Single Look Complex D;I;t Ulfrivfmi ty
Interferometric Software {SLC) SAR images to the basic interferometric ot 1ecanology
(Doris) products (e.g. coherence maps, phase images) 1998
Uses raw radar data and digital elevation
models (DEM; externally provided or
Repeat Orbit Interferometry mtgrferometrlca_lly derived) to produce a JPL/Caltech
variety of derived data products (e.g. full
Package (ROI_PAC) . . .
resolution images, interferograms, phase 2001

images, DEMs, and error estimates)

Table 4.3: Interferometric Software
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4.7. Generating an interferogram example

At this stage, generating an interferogram example of an affected area where ground
surface deformation has occurred, due to either an earthquake or subsidence for
example, will help in demonstrating the effectiveness of this technique in detecting
and thus studying very small ground surface deformations. The generation of this
example will also aid in understanding the aspects of the proposed technique.

4.7.1. Example overview

Two-pass SAR interferometry with Digital Elevation Model Elimination (DEME)
approach suggested by Massonnet and others, 1993, will be used as the
interferometric analysis method, where an already available Digital Elevation Model
(DEM) will be required and used to estimate and remove the topographic signal.
SAR and interferometric processing will be conducted using the Repeat Orbit
Interferometry Package, ROI PAC, a SAR processing and Interferometry software
developed at JPL/Caltech. Two synthetic Aperture Radar (SAR) images of the same
area on the ground acquired at different dates, in order to detect any ground
deformation that might have occurred during the intervening period, are required to
generate the interferogram.

Raw SAR data acquired from the European Space Agency’s (ESA) ERS-1 or ERS-2
satellites will be used to generate the two required images which are later used to
generate the interferogram. The ERS raw data will be processed using ROI_PAC to
generate two full resolution Single-Look Complex (SLC) SAR images. Two

quantities are associated with each pixel on the SLC SAR image, Amplitude,
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representing the backscatter amplitude and phase, equal to the sum of the two-way
propagation phase delay. The two SLC produced images will then be registered to
common reference geometry where mapping of pixel locations of common features
from one image to the other, accounting for shifts and distortion of the source images
arising from the geometry and inherent system limitations, is determined (Burgmann
et al., 2000). At this point, an interferogram can be generated by resampling one of
the complex images to match the other according to the co-registration prescription
followed by multiplying each complex pixel of the first image by the complex
conjugate of the same pixel in the second image. The interferogram is then a
complex image itself, the phase of which is the difference of the signal phases that
records the topography and deformation accumulated between observation times
(Burgmann et al., 2000). The phase of the interferogram must be unwrapped at this
stage so as to reduce the resultant phase to a geophysical observable. From orbit
knowledge and the DEM acquired, a topography-only interferogram must be
simulated and used to remove the topography from the desired interferogram. The
resultant phase difference can then be further processed to map ground deformation
over large areas (Mayer and Lu, 2001). Figure 4.14 shows the schematic of steps

involved in processing SAR data from interferometric applications.
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Figure 4.14: Schematic of steps in processing SAR data for interferometric
applications
(Source: After Burgmann et al., 2000)
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4.7.2. Example results

European Space Agency (ESA) Spaceborne Synthetic Aperture Radar (SAR) images
of the Grabens region of Canyonlands National Park, an area located near the center
of Colorado Plateau in Southeastern Utah (Figure 4.15), were used to generate the

interferogram in this example.
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Figure 4.15: Map of faults in the Canyonlands garben system, South Utah.
Insert show location of study area
(Source: After Cartwright et al, 1995)
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This interferogram is the result of a temporal shift in slant range phase that spans
between the two images (July 21, 1993 and February 9, 1996) and thus illustrates the
deformation over a period of 933 days (2 years, 6 months and 23 days). The InSAR
data used were collected from an ERS-1 (European Remote Sensing satellite
platform) descending orbit (track 363, frames 747/765) with a 29-meter
perpendicular baseline (Table 4.4). Using a smaller perpendicular baseline as
apposed to large one, results in a smaller topography element in our signal and
therefore less noise. In our case, the study area (covering an almost 33X50 square
Km’s) was spread over two frames and thus one frame was shifted towards the other

to get one image covering the whole study area.

R Master Image Slave Image

Acquisition Date July 21, 1993 Feb 9, 1996
Platform ERS-1 ERS-1
Track 363 363
Frame 747/765 747/765
Orbit Descending Descending
Band C C
Wavelength (cm) 5.6565 5.6565
Inc1g§1;;er:e‘2)ngle 23 73

Table 4.4: Interferometric date parameters
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The raw SAR format data of the two scenes were first processed to ground-range
Single Look Complex image (SLC) using ROI PAC, a SAR processing and
Interferometry software developed at JPL/Caltech, producing a 100X100 Km scene
with pixel dimensions of 7.9m in range and 4m in azimuth as can be seen in Figure
4.16. A 16-look image is used in the Figure, as it is smaller in size and easier to
view. Nominal orbit state vectors of each scene header are enhanced, during image
formation, using the ESA/DLR precise state vector (PRC) data provided by the
German Processing and Archiving Facility. After the two-image formation process,
the master and slave images are registered, where a set of range and azimuth offset
measurements are determined and used to estimate a functional mapping to resample
the slave image to the master image. A correlation image between the master and
slave image is then generated, as can be seen in Figure 4.17, giving good correlation
is some areas and bad correlation in others and especially were mountains and river
are located. We can notice that the correlation image is flipped over (east and west
directions) which is considered a normal part of processing.

The differential interferometric approach employed here is the two-pass plus DEM
technique, where isolating and removing the topographic contribution from an
interferogram, using a DEM, determine phase due to deformation. In this stage the
software uses the available DEM (Figure 4.18) to import the elevations and
synthesises the phase due to topography by converting the double binary format

DEM into phase representation compatible with RIO PAC.
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For this purpose, a 7.5-minute quadrangle DEM with 30-meter resolution was
obtained from the U.S. Geological Survey (USGS). This new interferogram is then
subtracted from the initial one to generate the differential phase image. The
measured interferogram phase is then unwrapped to determine the absolute
interferometric phase, which can be directly related to the topographic height and
amount of deformation. Residue-based unwrapping algorithms developed by

Goldstein et al., 1988, and referred to as GZW algorithm was implemented in

ROL PAC.

Figure 4.16: Single Look Complex SAR image
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Figure 4.18: DEM used to remove topography
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The final differential unwrapped interferogram with a color ramp representing the
absolute interferometric phase rate is displayed in Figure 4.19. The profile (black
line) shown on the Figure was constructed and used to generate a cross-sectional
view illustrating the slant range deformation at a given location and thus give insight
into the spatial distribution of deformation within the studied area (Figure 4.20). The
furthest point, East of the profile, was assumed stable and thus the deformations
obtained in the profile represent the deformation at a giving location relative to that
stable point. The amount of deformation in cm is related to the determined absolute

interferometric phase as follows:

A = Dabsolute * —{1—— (420)
4

Where, A is the amount of deformation in cm, @absolute is the absolute interferometric
phase in radian, and A is the radar wavelength in cm. From the absolute
interferometric phase cycle of the 2.5 years pair interferogram, it can be estimated
that the maximum downward movement along the constructed profile over that
period was approximately 1.18 cm. Since this interferogram was generated using a
descending orbit data, a positive deformation that indicates an increase in the line of
sight leads to the conclusion that the area of interest is either subsiding or extending
away from the satellite. By studying the geological settings of the study area, it was
determined that this type of movement agrees very well with the expected ground
surface movements. The geological settings of the area are not discussed here as they

are out of the scoop of this research.
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Figure 4.20: Slant range deformation along constructed profile
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5. Surface subsidence over a circular underground cavity, a

feasibility study

5.1. Overview

The achievements of Synthetic Aperture Radar interferometry (InSAR) in terms of
deformation monitoring and topographic mapping have clearly demonstrated the
unsurpassed capabilities of the technique in detecting very small ground surface
changes. This technique was able to detect ground surface motions in the order of
centimeters or less with good resolution (10 m) over large swaths (50 Km) (e.g.,
Gabriel et al, 1989). Nevertheless, these outstanding results do not necessarily prove
the feasibility of this technique for any potential application.

This chapter will investigate the utility of the method in detecting subsidence caused
by sinkholes in Karstic areas by studying whether these ground surface deformation
can be measured by Synthetic Aperture Radar Interferometry (InSAR).

In this preliminary investigation, it is postulated that the mechanism of ground
surface subsidence results due to the existence of an underground circular cavity
represented by a circular tunnel. Figure 5.1 shows the flow chart of the proposed
methodology. As shown in Figure 5.1, one of the basic premises of the proposed
methodology is that ground surface subsidence could be detectable by SAR
interferometry techniques.

This preliminary investigation will first start by studying the order of magnitude of
ground surface subsidence as well as width of settlement trough caused due to the

existence of an underground circular cavity.
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Figure 5.1: Flow chart of the proposed method for monitoring and detecting
sinkholes in Karstic areas based on SAR interferometry
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A circular tunnel will represent the underground cavity, where a simplified model of
the shape of surface settlement trough over a circular tunnel will be used. This
simplified model is approximated by the normal probability (Gaussian) distribution
theory as can be seen in Figure 5.2 (Peck, 1969; Cording and Hansmire, 1975; and
Ghaboussi et al., 1978). Finally, the utility of SAR interferometry in monitoring this
phenomenon and whether these settlements magnitude and width are sufficiently

large to be detected using this technique will be discussed.

Figure 5.2: Shape of settlement trough as approximated by Gaussian error function
(Source: After Ghaboussi et al., 1978)
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5.2. Results

As was mentioned earlier in this chapter, for this preliminary investigation it was
postulated that the mechanism of ground surface subsidence results due to the affects
of an underground circular cavity existing in the effected area.

For the sake of simplicity, an already generated model showing the settlements
caused by a circular tunnel will be used in the present analysis as a representation of
such cavities. Since SAR interferometry has been reported to be able to detect
ground surface fluctuations in the order of centimeters (e.g., Gabriel et al., 1989),
hereafter, the magnitude of measurable change in ground surface elevation will be
denoted as S*. It was also reported that this technique could measure these very
small surface motions with good resolution (10 m) over large swaths (50km)
(Gabriel et al., 1989), which means that the technique can discern individual objects
which are around 10 meters wide or larger and thus the noticeable object width will
be denoted as 2W*. Therefore the one-dimensional model of the shape of settlement
trough over a tunnel is introduced in order to determine the soil parameters, ground
conditions including the cavity’s depth and diameter that may cause both ground
surface fluctuation and subsidence profile width to be larger than S* and 2W*.

It has been observed from previous studies that the shape of the surface settlement
trough over tunnels in most cases may be approximated by a Gaussian probability
curve as was illustrated previously in Figure 5.2 (Ghaboussi et al., 1978). This well

accepted error function method, which was based to a great extent on empirical data,
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has proven quite accurate (Schmidt, 1969; Peck, 1969; and Sagaseta, 1987). The

equation for this curve as stated by Ghaboussi is as follows:
2
s=8_ __.exp—|—= (5.1)
In which,
s = Settlement at horizontal distance x from tunnel center-line

Smax = Maximum settlement above tunnel center-line

x = Horizontal distance from tunnel center-line

And

i = Horizontal distance to the inflection point

It can be clearly seen from the Figure that the width of the settlement trough, and
thus i, are functions of the size and depth of the tunnel and the material properties of
the medium (Ghaboussi et al., 1978). It can also be noticed that the approximated
average slope of the settlement trough depends on the maximum settlement and
width of settlement trough and can be expressed in the following relationship:

Average slope= max

(5.2)

Here,

W= Horizontal distance from the tunnel center-line to the furthest point on the
settlement trough, which can be determined from the horizontal distance to the
inflection point, 1, using the following equation:

W=2.51 (5.3)
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For practical purposes, it is reasonable to assume that:

i=k (H-7) (5.4)
Where,

k= Coefficient determined by the method proposed by Mair et al. (1993)

H= Distance below surface to tunnel axis

7= Elevation at settlement of interest

Since we are interested in settlement caused at ground surface, Z in our case is set to
zero. Two methods can be used to estimate the width of settlement trough for
different ground conditions. Both methods will be used in this feasibility study to
determine the soil parameters, ground conditions including the cavity’s depth and
diameter that may cause the subsidence profile width to be larger than the present
technique resolution limits.

The first methods uses previously determined k values estimated using field
measurements above tunnels in both UK and worldwide (Ranking, 1998). Mair et al.
(1993) reported that for clay, the data was reasonably consistent with k= 0.5, while
for sands, a reasonable fit for most of the data was achieved using k=0.3. Hereafter,
we are able to determine the total width of settlement trough to be:

[ 2.5H for clays

Total width = 2W=/ (5.5)

1.5H for sands
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Since SAR interferometry techniques can only discern individual objects that are 10
meters wide or larger, using this method means that the axis of the tunnel has to be
located at least 4 meters below the ground surface in clay and 7 meters in sands to
cause subsidence wider than 10 meters and thus be detected by the technique used.
Figure 5.3 shows the relation between the depth below surface to tunnel axis, H, and
width of settlement trough, 2W for k=0.5.

Figure 5.4 shows the same relation for k=0.3. Using this method one can clearly
notice that the width of settlement trough depends on the depth below surface to
tunnel axis only. However, affects of tunnel diameter are taken into account when

determining the coefficient k.

60

50 e

%0 / / 7 [——x=05 |

2W {m)

——

H (m)

Figure 5.3: Relationship between depth below surface to tunnel axis, H, and total
width of settlement trough, 2W for clay, k=0.5
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Figure 5.4: Relationship between depth below surface to tunnel axis, H, and total
width of settlement trough, 2W for sand, k=0.3
The second method used for determining the width of settlement trough depends on
the geometry of the relationship illustrated on the upper part of Figure 5.5. Hansmire
(1975) suggested this relationship, which 1s expressed in terms of an angle B, after
further studying a relationship between H/2a and i/a for various soil types presented

by Peck (1969). Both relationships presented by Hansmire (1975) and Peck (1969)

are illustrated in Figure 5.5.

The model parameters here are:

B = an angle depending on soil type

H (m)= Depth below surface to the tunnel axis
2a (m) = Tunnel diameter

2W (m)= Total width of settlement trough
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(Source: Modified after Ghaboussi et al., 1978)
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The angle P can be expressed in terms of half of the width of trough, W, tunnel
radius, a, and depth below surface to tunnel axis, H and follows:

Tan = W —a

(5.6)

From the geometry of the relationship, illustrated in Figure 5.5, half of the width of
settlement trough, W can be expressed as follows:

W= a+ (z Sin §) 5.7
It can also clearly be seen from the geometry of Figure 5.5 that the depth below

surface to tunnel axis can be expressed as:

H=2zCos p (5.8)

And thus,

zZ= il (5.9)
Cospf ,

Substituting Eq. (5.9) into (5.7), we get:

W=a+HTanp (5.10)
The values of § suggested by Peck (1969) where used to plot Figure 5.6 below. The
present technique resolution limits were taken into account in this Figure by setting
half of the width of settlement trough, W to 5 meters. |

Given the soil conditions, one can use Figure 5.6 to determine the minimum depth
below surface to tunnel axis, H for a given tunnel radius, a, that will cause a

settlement at ground surface detectable by the technique.
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Figure 5.6: Relationship between a, H and Beta for W= 5m

The Figure can also be used the other way around, where for a given depth below
surface to tunnel axis, H, one can determine the minimum tunnel radius that will
cause a settlement trough width measurable by SAR interferometry. Using the values
of depth below surface determined from the first method, H= 4 meters for clays and
7 meters for sands, the minimum tunnel radius that will cause a settlement trough
width detectable by the technique should be 2.4 and 2.6 meters respectively. For
sands it was assumed the tunnel is at groundwater level and thus an average value of
B = 18.5 was used. From the above results, it may be concluded that the width of
settlement trough due to the existence of a circular underground cavity can be
sufficiently large to be detected using SAR interferometry, provided that the depth
below surface to cavity axis, H, for clays and sands is at least 4 and 7 meters

respectively.
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The second step in this feasibility study is to determine the amplitude of surface
motion that is induced by the existence of a (2a) diameter tunnel at a distance H
below surface and make sure it satisfies the resolution limits of the technique.

This implies that the magnitude of settlement at the furthest horizontal point from the
tunnel centerline, which is at x=W, should be equal or larger than measurable change
in ground surface elevation, S*, where S*= 1 cm. Substituting for x = W in Eq.
(5.1), we get:

S =0.0439 Smax (5.11)
Since SAR interferometry has been reported to be able to detect ground surface
fluctuations in the order of centimeters (e.g., Gabriel et al., 1989), Eq. (5.11) implies
that for the settlement to be detectable, the value of the maximum settlement, Smax,
which is located above the tunnel center-line, should be either equal to or larger than
23 centimeters.

It is important at this point to define three terms that will be used in our analysis.
Volume change, AV, is defined as the increase or decrease in soil volume caused by
tunneling, whereas the volume of surface settlement, Vs, in the volume of the
settlement trough at the ground surface. The third term, volume of lost ground, VL,
is defined as the volume of all ground movements taking place about the tunnel
(Bickel et al., 1996).

The relationship among these quantities is complex and incompletely defined and
thus for most purposes, it is usually possible to assume that the volume of surface

settlement is equal to the volume of lost ground (Bickel et al., 1996).
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Bickel and others reported that this assumption is generally workable except in soils
exhibiting significant increases in soil volume, bulking, or decreases in soil volume,
consolidation.

Given the maximum settlement over tunnel centerline, Smax, the volume of surface
settlement, Vs, (per meter length of tunnel) can be obtained from the integration of
Eq. (5.1), and is given by (Cording and Hansmire, 1975; Whitter and Frith, 1990;
and Mair et al., 1993):

Vs =2.51 Smax (5.12)
Given the ground loss, Vi, the maximum settlement can be used to determine the

minimum tunnel diameter, 2a, according to the following (Mair et al., 1993):

VL(Za)z
i

Smax = 0.313 (5.13)

For clays, substituting for Smax equal to 0.23 meters in Eq. (5.12), assuming that
V1=Vs as Bickel and others (1996) suggested, and using i value obtained for clays
above, Eq. (5.13) implies that the minimum tunnel diameters that can cause
settlements detectable by SAR interferometry is 1.13 meters, whereas for sands, the
minimum tunnel diameter should be 0.85 meters.

From the results of this preliminary parametric study, it may be concluded that the
ground subsidence due to the existence of subsurface cavities can be sufficiently
large to be detected using SAR interferometry, provided that the cavity has a radius

larger than 2.4 meters and located 4 meters below ground surface in clay.
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In sand, the minimum tunnel radius and depth below surface to tunnel axis should be
2.6 and 7 meters respectively. The magnitude and width of subsidence trough caused
by such sized cavities are close to the present resolution limits of SAR systems.

As depth below surface to tunnel axis increases, the tunnel radius required to cause a
measurable settlement magnitude and width of trough decreases. Figure 5.6 above,
can be used to calculate the minimum tunnel radius for a given depth below surface
to tunnel axis, H, for different soil conditions.

As a final step the collected case histories, presented in the database developed in
chapter 3, were compared to the resolution of the proposed method to determine
whether they could have been detected if such method would have been used to
study them. Only 51.2% of the collected case histories provided sinkhole width and
depth information and thus could be used in such a comparison.

Since SAR interferometry has been reported to be able to detect ground surface
fluctuations in the order of centimeters with good resolution (10m) over large swaths
(50km) (Gabriel et al., 1989), only individual objects that are around 10m wide or
large could be discern by this technique. Given that, 54.7% of the collected case
histories with width and depth information could have been detected. This technique
could not have been used to detect the other 45.23%, as their widths were way below

the technique resolution.
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6. Repeat orbit interferometry package (ROI_PAC)

This chapter explains in details the algorithms and procedures implemented in
ROI_PAC, the Repeat orbit Interferometry Package developed at JPL and Caltech
and used in this study. The package, wrote by many contributors, was initially
developed at JPL in the 1980 and first released outside JPL and Caltech in 2001.
The package processing steps were thoroughly explained in ROI_PAC
documentation, part of a Ph.D. dissertation titled “Radar interferometry measurement
of land subsidence”, by Sean Buckley in 2000. This chapter will provide a terse
summery of the ROl _PAC package documentation.

ROI PAC, which allows researchers in the area of topography and surface change to
apply Interferometric Synthetic Aperture Radar (InSAR) methods, implements its
fundamental algorithms in C and Fortran 90 programs and drives each executable
routine with a Perl control script, running on SGI, Sun, and Linux platforms (Rosen,
2002). The major ROI_PAC processing steps and code elements, listed in Table 6.1,
form the basis of the data reduction for the bulk of geophysical applications that use
InSAR (Buckley, 2000; and Rosen and Persaud, 2000). This package takes raw data
and performs all the necessary interferometric processes such as formation of SAR
images, generating the interferogram, phase unwrapping and finally absolute phase
determination and removal of signal due to topography. The following sections will
describe the major ROI PAC codes and their functions to help in better

understanding the theory behind this software.

98

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Processing Step
Process Control

Code Element
Process 2pass.pl

SAR raw data conditioning

make raw.pl

SAR image formation roi.pl
SAR image registration offset.pl
Interferogram formation resamp.pl
Baseline determination phase2base.p!
Interferogram flattening flatten.pl; look.pl
Correlation determination icu.pl
Interferogram filtering icu.pl

Phase unwrapping and absolute phase
determination

icu.pl; baseline.pl

Table 6.1: The general processing steps and code elements
(Source: Modified after Buckley, 2000; and Rosen and Persaud, 2000)
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The process can be performed and deformation estimated by either using a pair of
ERS SAR images and a Digital Elevation Model (DEM), as in this research, to
remove phase due to topography, a set of three SAR images, or a set of four SAR
images. Although ROI PAC, as stated by Rosen (2003), is developed primarily to
work with ERS data, since ERS assumptions are built into some of the codes and
currently supporting ERS-1, ERS-2 and JERS data, it is configurable to work with
“strip-mode” data from all existing satellite radar instruments.

ROI_PAC computes the interferometric baseline, which is the orbital separation of
the satellite at the observation times, from the provided navigation solutions and then
refines the estimate to the mm level of precision using the provided DEM and
optional deformation model as reference (Rosen, 2003). Topography signature is
later removed by simulating an interferogram from the orbit data and the DEM,
subtracting its phase from the measured interferogram and thus leaving just the
deformation phase. Figure 6.1 illustrates a flow chart of the image formation
process, whereas Figure 6.2 shows the steps involved in the process of generating an
interferogram. The 2-pass interferometric technique processing steps implemented
by ROI_PAC are illustrated in Figure 6.3. Since USGS DEM’s are easily obtained
whereas the cost of ERS radar data is high, two-pass technique, where a USGS DEM
is used to remove interferometric phase due to topography, will be implemented later
in chapter 8 of this dissertation. The resulting interferogram is produced in both its

original radar coordinate system as well as georeferenced to the DEM used.
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Figure 6.1: Image formation process

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

101



Interferogram

Interferogram Flattening
Image Fomation
Master Registration | Master
Trmage Image
Interfemgram Flattered
| gl Irtab

Slave g Image Slave
Trnage Filiration bmage L——-V———J
\ J Complex Binary
image
308 MB

NOGRTAS(]
UOT}R{2T07

Single Look Coraplex
Binary image
551 MB
<
! - £ o Conelation
map
Absalute Phase Phase Intsrferagram
Determination Unvnupping Filtration
#Absoluts phase Unwrapped phase Filtered Coherence Binary
Interfarogram Interferogram Interferogram image
Mensued phese B ME
Figure 6.2: Generating interferogram process steps.
Double Binary
30-raeter Resolutin Phase Representation
128 MB 193 MB
USG5 DEM
DEM
Impart Interferogram '
Elevation and Resampling Differential
Synthesize | Interferogram
Phase Subtract DEM phase representation
Interferogram from sbsolute phase interferngram y /
! } Differential
Interferogram
Absolnte Phese 51 MB
Interferogram
309 MB

Figure 6. 3: Two pass interferometry process steps
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6.1. Process control

The script, process 2pass.pl, goes from raw data through generating unwrapped
differential interferometric phase. This script is designed in a way that partial
processing of the data is allowed and thus if any particular part of the process
happens to fail or is even interrupted, after fixing the problem, the processing can be
easily restarted where it left off. Process 2pass.pl calls many other Perl scripts,
Fortran, and C programs. To better understand each Perl script usage, intermediate
processing stages, and calling sequence one can refer to the documentation script,
pod2man.pl, which provides a brief description of each script, its syntax, and what
each script performs.

6.2. Raw data conditioning

InSAR requires the use of multiple radar data pairs to better estimate the deformation
in the studied area. These sets have to be processed consistently relative to each other
and thus, to carefully control the processing of the data, raw signal data or so-called
Level 0 data are used. Although raw data from variable sources can be different
since there is significant variation in the degree in which various processing facilities
prepare the satellite downlink for distribution as raw signal data, such data is
considered the most basic level of radar data available. Raw data conditioning is a
process that involves steps in which raw data is corrected and prepared for the next
step, known as image formation. The following sections will explain briefly the steps
involved in the raw data conditioning process starting with the data format needed all

the way through preparation of raw data for the image formation procedure.
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6.2.1. Raw Data format
Presently, raw SAR data are distributed in the Committee on Earth Observation
Satellite (CEOS) format and includes the four following files:

1. Volume Descriptor File

2. SAR Leader File

3. Raw Data File

4. Null Volume File
The first file, Volume Descriptor File, includes description of the arrangement and
order information of the data on the storage media. Information relevant to the
specific SAR data set, such as raw data file size, spacecraft height, time of
acquisition (UTC), and scene center latitude and longitude, etc, are provided in the
SAR Leader File. The raw Data File is the actual SAR data and includes both the
header file and the SAR raw data stored as one data line per record with each record
having a prefix, raw data, and a suffix. Whereas the Null Volume File can be ignored
as it includes information not important to the processing procedure
6.2.2. Missing line correction
While processing and preparing data at the archival facility, lines with bad data could
occur. These lines are identified and removed and thus are considered as missing
lines. Such missing lines in the raw data can pose a problem when using these sets
for interferometry applications, where a pair of images are used and must be
registered to the sub-pixel level. One could check for missing lines in ordered data

by extracting the line counter from the prefix information of each raw data record
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and checking if a non-consecutive line counter value exist. A non-consecutive line
counter value indicates the existence of a missing line, a problem that can be fixed
by simply duplicating the previous data line and thus having it as a replacement for
the missing line.

6.2.3. Sampling window start time adjustment (SWST)

Radar return sampling is another important data conditioning step that should be
performed on raw data before starting radar interferometry processing. The SAR
satellite transmits a pulse of microwave energy that radiates, interacts with the target
and illuminates the scene and reflects back towards the radar (Figure 6.4). This
backscattered energy is sampled at the range sampling frequency starting at the

sampling window start time (SWST) (Buckley, 2000; and Rosen and Persaud, 2000).

Figure 6.4: Radar transmits a pulse and measures reflected echo (backscatter)
(Source: After Freeman, 2000)
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As the topography of the imaged area changes, the topographic height of the surface
illuminated changes and thus the total transit time taken by the pulse to reach the
surface, and return back to the radar changes. To accommodate these changes in
transit time, the SWST must be adjusted to keep the data sampled within the
illuminated swath (Buckley, 2000; and Rosen and Persaud, 2000).
6.2.4. Data Unpacking
The backscattered energy of the radar is stored as a complex number with two
components (Hanssen, 2001):

I- In-phase, represented by the real component of the complex number

2- Quadrature, represented by the imaginary component of the complex number
Both the in-phase and quadrature components of each return sample are 5-bit
quantized integer values in the nominal operation mode and sequentially packed as
contiguous blocks of 10 bit samples with the first bit being most significant one
(Wiik, 2003). Before starting the image formation process, raw SAR data must be
unpacked, a procedure in which the distribution of values from each channel are
adjusted to have a zero mean (Wiik, 2003). If this step is ignored, the channels biases
(and their relative imbalance) will result in gain and phase imbalances (Wehner,
1995, and Buckley, 2000).
This step requires a large hard disk storage space and thus is performed by the image
formation software, as part of the data read in so as to save storage space on the hard
disk. When raw data is unpacked, each sample component is converted from a

quantized integer to a real number and thus the bias from each channel is removed.
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For ERS SAR raw data, the nominal in-phase and quadrature biases would be 15.5
(Buckley, 2000; Rosen and Persaud, 2000; and Wiik, 2003). An archival facility
determines and removes actual biases and stores deviations from the nominal bias,
which are usually common but small, values in the SAR Leader File (Wiik, 2003).
6.2.5. Image formation parameter extraction

Several input parameters are required for the image formation process and must be
determined prior to starting the process. Input parameters include radar system
parameters, such as pulse repetition frequency, sampling frequency, pulse length and
wavelength. Table 6.2 lists ERS SAR system parameters; it should be noted that
these parameters could vary slightly between observations. A detailed definition of
each parameter will be discussed later in this chapter.

Interferometric processing also requires the knowledge of satellite orbit parameters
such as the satellite body fixed position, velocity, and height above the reference
point on surface as well as the radius of earth. Buckley (2000), and Rosen and
Persaud (2000) stated that significant issues have been raised as to the amount and
quality of orbit information provided in the SAR Leader File as some archival
facilities provide five or more state vectors spanning the time of the SAR acquisition,
whereas others provide virtually no information. To avoid such issues, the data used
for this project utilizes ESA/DLR precise state vector (PRC) data provided by the

German Processing and Archiving Facility.
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System Parameter Value

Pulse repetition interval, Az pri 595.27us
Pulse repetition frequency, fPrr 1679.9Hz
Sampling frequency, f's 18.962 MHz
Pulse length, tp 37.12 us
Chirp slope, K 418.91 GHz/s
Wavelength, A 5.6666 cm
Carrier frequency, fo 5.29 GHz
Bandwidth, /Bw 15.55 MHz

Table 6.2: ERS SAR satellite system parameter
(Source: Modified after Buckley, 2000; and Rosen and Persaud, 2000)

Figure 6.5 and 6.6 illustrates these parameters using the SAR pulse time history. One

additional parameter required for image formation processing, the range to a given

sample p, can be determined given the range sample spacing Ar determined from

sampling frequency, the total number of samples relative to the first range sample, as

well as the range to the first sample po (Figure 6.7). The sample spacing, Ar, which is

the area each pixel covers, can be determined from the sampling frequency.

Range

to the first sample, po, for ERS SAR satellite systems (ERS-1 and ERS-2) can be

determined using the following (Buckley, 2000):
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Figure 6.5: Linear FM Chirp
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Figure 6.6: SAR pulse time history
(Source: Modified after Buckley, 2000)
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Figure 6.7: Relationship between slant range and range bin
(Source: After Buckley, 2000)
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c .
Where

AtswsT = nsWSTAL +9Apg; — 6x10™ 6 (6.2)

AIPRI =(n PRI Z)Atn (6.3)
¢ = Speed of light
ArSWST = Sampling window start time, seconds
Aty = Pulse repetition interval, seconds
nswst = SWST count
npgr = PRI count

And At,= Count duration, seconds = 210.94x10™

Both the ERS SAR system SWST count, nswsr, and PRI count, n,,, , are given in
the prefix of each raw data record. Given the ERS SAR satellite system parameters

(Table 6.2), one can determine the ERS SAR PRI count, 7, , to be 2820.

6.3. Image formation

SAR imagery is built up and characterized using both the time delay and strength of
the received backscattered signals, which is primarily affected by the imaged surface
roughness and electrical properties such as water content. Since synthetic aperture of
SAR uses the redundancy in subsequent pulse returns that explain a single target
point, the inverse problem, reconstructing the response from a series of pulse return

signals is referred to as SAR focusing or processing (Hanssen, 2001).
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Several SAR image formation and focusing technique categories for interferometric
applications were developed, with the major and most widely used technique known
as range-Doppler processing. For more information on the image formation process,
one can refer to numerous books dedicated for this procedure, e.g. Curlander and
McDonough (1991), Fitch (1988), and Wehner (1995). This section will briefly
explain the image formation process and from a radar interferometry point of view
only. The range-Doppler SAR technique will be thoroughly discussed in this section
since this algorithm was used to process the ERS SAR data used in this study.

As was explained earlier (chapter 4 of this dissertation), the received backscattered
signal of a point target, a quantity that characterizes the image formation process is
spread in range (across flight track) and azimuth (along flight track) directions
(Figure 6.8). The following section will start with defining the major element of
image formation process, the received signal, also known as chirp pulse.

6.3.1. Chirp pulse

A unit amplitude and unit time duration radar pulse centered at time t= 0 can be

written as (Buckley, 2000; and Rosen and Persaud, 2000):

/‘
1, HESZ

rectfr]= < (6.4)

_ 0, Otherwise
In general, a radar pulse centered at time ¢ = #; with amplitude A (f) and time duration

7 can be expressed as (Buckley, 2000):

1
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Figure 6.8: Building up a radar image using the motion of the platform
(Source: After Freeman, 2000)
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T T
(A, f-srsies
A(t)rect{t h } = < (6.5)
T
0, Otherwise

-
And thus a linear frequency-modulated (FM) chirp, s» (¢), which can also be referred

to as a chirp pulse, centered at time ¢ = 0 and transmitted at time ¢ = -1p/2, can be

expressed as follows (Buckley, 2000; and Rosen and Persaud, 2000):

J 27{ S+ £1*2 :I ;
2 reod L (6.6)

T
p p

s (H)= ejLPrect —l=e
n T

Where

V= Phase shift of transmitted pulse

fo= Carrier frequency

K = Chirp slope, Hz/s

And

Tp = Pulse duration

A chirp with positive chirp slope X is referred to as an up chirp, whereas a negative
chirp slope X is referred to as a down chirp.

In a linear frequency modulate (FM) chirp waveform (Figure 6.6) the instantaneous
frequency f'(r) of the pulse behaves linearly with respect to time as follows (Buckley,

2000; and Rosen and Persaud, 2000):
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f) = ig%\f— = f, + Kt for “pl2 <t <1p /2 6.7)
Using the above equations, one can closely approximate the linear frequency
modulation (FM) bandwidth, fws, which is defined as the frequency range of the
system measured as the difference between the highest and lowest frequencies that

the system supports, from the difference between the instantaneous frequency
extremes as follows (Buckley, 2000; and Rosen and Persaud, 2000):

Jow = (o +K1,/2)~(f, -Kz,/2)=|K]r, (6.8)
To simplify the development of the chirp pulse point target response, we could
assume that the range between the radar and a given imaged point to be fixed for a
given pulse, this assumption is referred to as the start-stop approximation and
explains why the 2D image formation process could be split into two 1D frequency-
domain processing steps in the range-Doppler technique (Buckley, 2000; and Rosen
and Persaud, 2000)
One can also determine the time delay, 1(s), between radar signal transmission and
reception of backscattered signal, of an imaged point on the surface at a range
distance (across flight track), p, using the following equation (Buckley, 2000; and
Rosen and Persaud, 2000):

(s)=2p(s)/c (6.9)
Where
s = Known slow time (along-track)

And ¢ = Speed of light
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And thus, the imaged point target response (s ,f) is a function of the slow time s and
the so-called fast time, ¢, associated with the range direction, and can be expressed as
follows (Buckley, 2000; and Rosen and Persaud, 2000):

J2m folt—7(s)) + —g-(r ()

r(s,f)=s,(t—-t(s)) =e rect t-1(s)

(6.10)

4
Where
1 (s)= round-trip time between transmitting and receiving
The carrier frequency is then removed as part of the in-phase and quadrature
sampling with a procedure known as basebanding, resulting in the following imaged
point target response (Buckley, 2000; and Rosen and Persaud, 2000):

Ty

)= e j47rp(s)/ﬁejﬂK[t - T(S)]Zrec{t_if,(_sl} (6.11)
Where
A =c/ f, = The Systems wavelength
This procedure assumes that the carrier frequency, fo, at time t is equal to zero and
thus result in a more accurate images point response.
6.3.2. Matched filter
The major task of an image formation procedure is to process the sampled radar
return so as to be able to identify the imaged point targets and allocate them to the

appropriate location in the resultant output image. To do so, the matched filter

approach, developed by Dr. D.O. North in 1943, is implemented in ROl PAC to
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compress both slow and fast time point target response and determine the appropriate
range and azimuth locations. This section will briefly explain the matched filter. For
more details, one can refer to a review of the matched filter procedure written by
Curlander and McDonough, 1991.
Since the model input and output equations, Eqn. (6.6) and Eqn. (6.10), are both
represented in linear time interval system, a system that behaves linearly with respect
to time, the matched filter has to also be designed with linear time interval
characteristics to be compatible with the model. For a 1-D linear time interval
system, the system output g(¢) is the convolution (an integral which expresses the
amount of overlap of one function, £, as it is shifted over another function, %, and
thus blends one function with another) of the system input f{r) with system unit
impulse response, A(f) (Buckley, 2000; and Rosen and Persaud, 2000):

0 [ '

g0)= | f@)h(t—1)dt (6.12)

—®

The system unit impulse response, A(t), which characterizes a linear time interval

system, is the system response at f{f) = d (¢-¢) and is expressed as follows:
[e(O] = ht) = T8¢~ Yh(e -1 )t (6.13)

The matched filter is applied in three steps. Range compression first filters the
transmitted radar signal response at a given time and assigns the correct range for a

target point.
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The second step, azimuth compression, involves applying another matched filter by
the range-Doppler processing algorithm to identify the correct azimuth for that target
point imaged.

Since the spacecraft moves along its trajectory while imaging a target point on
surface, an additional step known as range migration is needed before starting the
azimuth compression to account for this movement. All three steps will be explained
in the following sections.

6.3.3. Range compression

Using the matched filter procedure, for transmitted radar signal s» (£), with response
r(s,f) associated with a point target at range p corrupted by noise, a filter is selected
to identify a point target and allocate it to the correct range ignoring the azimuth
dependence. In this case, the maximum matched filter response occurs at time = 1
associated with the range, p. Since this procedure is a linear time interval system, it

can be characterized by its unit impulse response A(f), which can be expressed as

(Curlander and McDonough, 1991):

h() = sy,(~1) (6.14)
Given this equation and the equation expressing the transmitted radar signal sa(f), the

range compression matched filter, /(¢), can be expressed as follows (Buckley, 2000;

and Rosen and Persaud, 2000):
ho(t) = e TR ged L (6.15)

Tp
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Substituting the point target response, #(s,f), and the range compression matched
filter A1) into the matched filter equation, and using the linear (FM) bandwidth Eqn.

(6.8), the range compression matched filter output becomes (Buckley, 2000; and

Rosen and Persaud, 2000):
gs.1) = fy sinc{fy, [t~ 2p(s)/ e~ T47P) 4 (6.16)

Where

. sinx
sinc(x) =

Figure 6.9 illustrates the range-compressed point target response power centered at
time t = 1. This range compressed point target response is associated with a slant
range resolution 8r, which can be determined using the following equation (Buckley,
2000):

5 = c __ ¢ :cAz‘r 6.17)
25w 2Aklz, 2

Where

Atr= Round trip time resolution

And

&r= One-way slant range resolution

This equation shows that the slant range resolution can be improved by increasing
the radar pulses bandwidth, /3w, or as the look angle is increased. One should be able
to differentiate between the slant range resolution 6r, which indicates the smallest

object that can be picked out in the range direction, and the slant range sample
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Figure 6.9: Range-compressed point target response modulus
(Source: After Buckley, 2000)

spacing Ar, the area each pixel covers, which can be determined using the following
(Buckley, 2000; and Rosen and Persaud, 2000):

¢ (6.18)

Where
fs = Sampling frequency
And thus, one can notice that the range compression is the convolution of the raw

data with the range reference function, which can be determined using a complex

multiplication in the range frequency domain (Buckley, 2000; and Rosen and
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Persaud, 2000). And thus, range compression can be performed by taking the FT of
the range reference function and the one-dimensional FT (in range) of the raw data,
multiplying the complex-conjugate transformed reference function and the raw data
range transform, transforming the range-compressed data back to the time domain.
6.3.4. Doppler history

In order to resolve the azimuth location of the imaged target point on the surface,
doppler shift history information are necessary so as to process data, used for
interferometric applications, to the same doppler. This information is needed to
estimate both the doppler centroid and doppler rate, which are used in both range
migration and azimuth compression processes.

Since the doppler history of an imaged point target on the surface changes in both
slow and fast time, the doppler is usually first modeled as a linear function of slow
time, s, and the instantaneous doppler frequency may be expressed as (Buckley,

2000; and Rosen and Persaud, 2000):
f=Jfpc+ frls—s.) (6.19)
Where,

v _=2p(s)
A

/= Instantaneous doppler frequency =

Jbc = Doppler centriod, which is the doppler shift associated with a target at the

synthetic aperture beam center.

v _=2p()

? = Doppler rate =
S PP . P
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And v = :%@ =the phase associated with range compressed point response

The doppler centroid, fbc, and doppler rate, fz, can be determined using the orbit and
altitude data, or can even be determined from the data itself in procedures know as
clutter lock and autofocus. In this package, doppler centroid was estimated in an
automated fashion, known as clutter lock (Curlander and McDonough, 1991), using
the correlation doppler time domain estimator (CDE) proposed by Madsen (1989).
The CDE depends on the direct relation between the phase of the correlation function
and the doppler centroid and is applied to raw data (Madsen, 1989). Using the CDE
algorithms results is a set of doppler centroid frequency versus slant range data
points, where the doppler centroid is then modeled as a quadratic function of slant
range.

Regression analysis is performed on the output data to determine the doppler
centroid quadratic coefficients, which can be expressed as a function of slant range

in the raw data (Buckley, 2000; and Rosen and Persaud, 2000):

Joc= Jocot JSpcib+ ch2b2 (6.20)
Where,
b= im(ﬁlﬁ)—) (6.21)
Ar

b = Range bin (numbered from zero)
p = Slant range from the antenna to range bin b

pQ = Slant range to the zero range bin (Slant range to the first pixel)
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int( ) = Integer or truncation operator
The doppler coefficients can also be expressed in terms of slant range as follows
(Buckley, 2000; and Rosen and Persaud, 2000):

2

Joc = Fpcot fpciP+ fpcaP (6.22)

Equating both fbc equations, Eqn. (6.20) and Eqn. (6.22), for three b values (b=0,
b=1, b=2, with corresponding slant range values of p=po, p=po +Ar, and p=po+2Ar),
the bin-referenced doppler coefficients can be expressed in terms of the range-

referenced doppler coefficients as (Buckley, 2000; and Rosen and Persaud, 2000):

f peo = foco + foc1Po + foc2% (6.23)
Fpar = Uper +2fpeapo)Ar (6.24)
f e = Foea(Br)? (6.25)

In this package, the doppler rate, f, for a fixed point target on the earth surface is

expressed as follows (Buckley, 2000; and Rosen and Persaud, 2000):
fr=-2Vy ' 1Ap (6.26)
Where
p = Slant range from the antenna to the images target point
Veg = Effective velocity related to the body-fixed spacecraft velocity
And

A = c/fo = System wavelength
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In this case, the component of the range dependent acceleration is neglected. For a
better understanding of the relationships between doppler history, spacecraft orbit
and altitude, one can refer to Curlander and McDonough (1991).

Since two raw SAR data sets have different doppler histories, it is really important to
process the pair to the same doppler as processing them to different dopplers may
result in the following (Buckley, 2000; and Rosen and Persaud, 2000):

1- The two images will have different geometries.

2- When generating an interferogram using these images, the doppler spectra of
the images will not be aligned resulting in interferometric phase signature
proportional to the difference in the doppler frequencies that must be
removed from the interferogram.

Although processing the two sets of raw data to the same doppler may result in some
errors in one or even both of the images, this error can be reduced in the last image
formation process steps, known as azimuth compression.

6.3.5. Range migration

Since the spacecraft imaging the target on surface is moving, and thus the target
response is distributed over several range bins, range migration is needed to account
for this movement before starting the azimuth compression process. Range migration
can be defined as a correction procedure, where the range associated with the point
target response is adjusted to a constant.

The phase, vy, associated with the range compressed point target can be expressed as

(Buckley, 2000; and Rosen and Persaud, 2000):
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v =—-4rp(s)/ A (6.27)
Here, s is range compressed point target. This phase can be used to determine the

instantaneous doppler centroid, fbc, and rate, fk, which can be expressed as follows:
Joc =w/2m==p(s)/ A (6.28)

fr=w/ 2z =-2p(s)/ A (6.29)

A second order Taylor series expansion about the slant range, pe, its derivatives, and

slow time, sc, may be used to express the range to a target as:
PO)E et pe(s =)+ 5 p(s =)’ (6.30)

pc = Slant range associated with the target point

Sc = Slow time of range compressed target point

The above equation, illustrated in Figure 6.10, is valid when the target is at the center
of the beam. The first and second derivatives of the range, pc, may now be written as

(Buckley, 2000; and Rosen and Persaud, 2000):
p(s)= o+ po(s—5,.) (6.31)
p(s) = p, (6.32)
pc = Linear function of s

,bc = Constant
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Figure 6.10: Point target range migration locus
(Source: After Buckley, 2000)

We can now express the doppler centroid, fbc, and rate, & in terms of the first and

second derivatives of range, pc, as follows:

~2p. 2p.(s—s,
fop =P 2P )

/1 2 (6.33)
_=2p.(5)
fo=—55= (6.34)

Substituting Eqn. (6.33), and Eqn. (6.34) into Eqn. (6.30), the range derivatives can

be expressed in terms of the Doppler centroid, fbc, and rate, f&, as follows:
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4

pGs=ssop=po- sy - osy 639

It is important to note that both the Doppler centroid, foc, and rate, fz are functions
of slow time and range to target and they change as the radar image different targets
at different elevations through slow time (Buckley, 2000).

Since range migration, Ap, is the range to the point target relative to the Synthetic
Aperture beam center point target as the radar images target through time, it can be
expressed as (Buckley,2000):

Af 2
R R i G R CRRRIP R CED

This shows that as the wavelength, A, increase, range migration increase.

6.3.6. Azimuth compression

After applying range compression followed by a range migration procedure on the
data, the azimuth compression procedure must be applied to fully resolve the
location of the target on the formed image. The azimuth compression matched filter
unit impulse response, /ia(s), is referred to as the azimuth reference function and can

be expressed as follows (Buckley, 2000; and Rosen and Persaud, 2000):

. i 2

F27(frys == fpsT)
h(s)=e DC™ o R rect[—s—} (6.37)

Ta
Where
y) R

r, =" -~ (6.38)
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L
5, > A (6.39)

s = Measured relative to sc

ta = Synthetic aperture duration, the time for a target to move through the
illumination beam |

Vs = Spacecraft speed relative to the point target

La = Antenna size in the along-track direction

And

da = Desired azimuth resolution (theoretical limit = La/2)

One can notice that increasing azimuth resolution, 3s, for a given wavelength and
spacecraft velocity, reduces the synthetic aperture duration, Ta. After applying

azimuth compression, the modulus of the point target response can be expressed as

(Buckley, 2000; and Rosen and Persaud, 2000):
lg (s)|= B sin c(xBps) (6.40)
Where

B, =|1xlr. (6.41)
And
Bp = Doppler bandwidth
And thus, the azimuth resolution, da, can be expressed as:

Ve (6.42)

S =V.8 =V.+B; =—
a st¥s S+ D lleTa
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Where

0s = Azimuth filter output main lobe half-power width - L
D

So it can be noticed that finer azimuth resolution results for large doppler bandwidths
is achieved using longer Synthetic Aperture antenna (Buckley, 2000). Figure 6.11

illustrates the azimuth spectra associated with a radar interferometry pair.

A R S I I L

Figure 6.11: Azimuth spectra associated with radar interferometry pair
(Source: After Buckley, 2000)
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In summary, this section covered a brief explanation of the steps involved in the
image formation process starting with range compression, where a filter is selected to
identify a point target and allocate it to the correct range, followed by a range
migration process, where the resultant range is corrected taking into account the
movement of the space craft while imaging the target on surface, and finally azimuth
compression to fully resolve the pixel location of an imaged target point.

6.4. Image registration

Since the relative range to an imaged target on a pair of SAR images depend on
topography and baseline, in this step, both the master and slave images formed in the
image formation process have to be co-registered before starting the interferogram
formation process. This step determines the mapping of pixel locations of common
targets from the master and slave image with considerations to shifts and distortions
due to imaging system geometry and inherent limitations (Burgmann et a., 2000).
The registration process requires the use of a set of range and azimuth offset
measurements for each patch to estimate a functional mapping in order to resample
the slave image to the master image and align them. An amplitude correlation
procedure 1s implemented on a regular grid across the image to estimate a set of both
range and azimuth offset measurements. The master image is divided into patches of
64 x 64 pixels, whereas the slave image is divided into chips of 124 x 124 pixels (64
pixel plus a 30-pixel pull-in on either side). Each patch includes real valued
amplitudes determined from the single look complex (SLC) SAR image generated

earlier. Since the master image patches are smaller in size than that of the slave
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image, a normalized cross-correlation surface between the slave image patch and
several master image patches, within the slave image patch, is computed and thus a
peak correlation value is estimated. It is important to note that an edit criterion is
used to make sure of identifying patches with peak correlation SNR greater than a
given threshold as well as a covariance less than a specific threshold in order to
deramp and over sample them by a factor of two and implement correlation
procedure on them again (Buckley, 2000; and Rosen and Persaud, 2000). The
registration process results in a real valued range and azimuth offsets as an output.

In ROI PAC, the slave image range offset, Ap, and azimuth offset, Aa, were
modeled as polynomial functions of the range and azimuth pixel location (x, y) in the

master image (Buckley, 2000; and Rosen and Persaud, 2000):

Ap=Cf+Clx+Cly+Clxy+Clx* +CFy’
+CPxy° +CPXPy + CPx* +CPy?
7 XY g X VTl 10 7 (6.43)
Aa=Cl+Cix+Cly+Cixy +Cix* +Cly?
+Cixy* +Cix’y +Cix* +Cly°
Where,

C} =Range offset fit coefficients

C! = Azimuth offset fit coefficients

A single value decomposition procedure is used to determine such fit coefficients
utilizing their reduced set of offset measurements. The above equations are used to
determine the range and azimuth offsets for a given pixel in the master image, add

these offsets to the master image pixel location and thus determine the location of
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that pixel on the slave image. Using the above procedure results in both integer and
fraction parts representing location on the slave image, where the integer portion is
used to determine the amount of shifting to the slave image location, whereas the
fractional part is used for interpolating and thus an exact complex pixel value is
estimated (Buckley, 2000; and Rosen and Persaud, 2000).

This step is considered important as trying to generate an interferogram from a pair
of unregistered images will result in errors due to the fact that the random
backscatter phase contribution from each collection of scatterers wont destructively
cancel each other (Burgmann et al., 2000).

6.5. Interferogram formation

To form an interferogram, complex pixel of the master image is multiplied by the
complex conjugate of the same pixel in the slave image (Burgmann et al., 2000).
Prior to the interferogram formation process, one should keep in mind that the
difference in look angle between the two acquired radar images results in a shift in
the frequency reflectivity,Af, which should be accounted for and corrected. This
problem, which is known as the wave number or spectral shift between the pair of
SAR images, adds noise to the generated interferogram. Such noise can be reduced
by spectrally filtering both images prior to generating the interferogram and is done
in range by shifting each image spectra toward the other by half the total frequency
shift and truncating the non-overlapping portion (Gatelli et al., 1994; Buckley, 2000;
and Rosen and Persaud, 2000). Spectral filtering is implemented in ROI_ PAC, where

spectral shift is executed with a complex modulation of both complex images
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removing phase ramp. On the other hand, truncation of the shifted images was
implemented with a Hamming weight function (Buckley, 2000; and Rosen and
Persaud, 2000). Generating the interferogram is then performed by cross-
multiplication of pixels and is completed by re-entering the removed phase ramp and
thus preserving the phase and range difference between the two images relationship.
The interferogram, a complex image itself, contains phase information, which
represent the difference of the signal phases that records the topography and the
deformation between the two acquisition times. Although the resulting interferogram
contains phase due to topography as well as deformation between the two scenes, the
interferogram also has a dominant phase due to the elliptical shape of earth. This
dominating signal should be removed by interferogram flattening and thus an
accurate estimation of interferometric baseline is required.

6.6. Baseline determination

After interferogram formation and flattening, phase due to topography should be
estimated and removed in order to determine the phase due to the deformation of
interest. This procedure involves the determination of an interferometric baseline,
which diréctly affects the degree to which surface topography contributes to the
interferometric phase resulted. Errors in estimating the exact interferometric
baseline leads to residual topographic fringes in the differential interferogram and
thus results in wrong deformation estimations.

To better understand the interferometric baseline (Figure 6.12), which is defined as

the difference between the location of the two antenna phase center vectors at the
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time when a given scatterer is imaged (Rosen et al., 2000), consider a point target on

the surface imaged by two different satellites (Buckley, 2000; and Rosen and

Persaud, 2000):

- - A = A
T =Pl+pll=P2+pyi2 (6.44)

Where
_..._)
T = Target position vector

._)
Pi = Reference position for the platform (usually position of one of the imaging

antenna’s)

Figure 6.12: Interferometric baseline geometry
(Source: After Buckley, 2000)
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pi = Antenna i range to target

A
['i = Unit look vector from antenna i to the target

And
i =1 and 2, representing the two antennas imaging the target point
And thus the baseline, which is a function of both time and target position, can be

expressed as follows:

S - A A

b=P2-Pl=p/ll-p, 12 (6.45)
This means that the interferometric baseline is a function of time (through the
antenna positions) and target position (Buckley, 2000).

AAA
6.6.1. Baseline in S H coordinates

To further explain the interferometric baseline determination procedure, baseline is

AN A A A
defined using S CH coordinates, where S stands for the along track direction, C, is

cross track direction, and ﬁ is in the vertical direction (perpendicular to along-track
direction). This system was developed to take advantage of the along-track (azimuth)
and across-track (range) radar geometry and is well suited for radar interferometry
height reconstruction problem. To better understand SCH coordinates and how to
convert between SCH and Cartesian coordinates systems, one can refer to Hensley et

al. (1996), Hensley and Rosen (1996), and Holecz et al. (1996).
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Figure 6.13 illustrates the geometry of imaging radar in the SCH coordinate system.

SCH
The unit-look vector, 7, ", associated with antenna i to the target in SCH

coordinates may be expressed as (Rosen et al., 2000; Buckley, 2000; and Rosen and

Persaud, 2000):
scH, I cosd, siny, cos f+sinf, sin
I; =|I% |=|-cos@,siny,sin S +sinb, cos B (6.46)
1M —c0s @, cosy;
Where

6; = Look angle associated with antenna i

y; =Pitch angle associated with antenna i

B = Azimuth angle

Metvann, . Pitch Angle

Radar Antenna
Velocity

Unit Look
Vector

Imaging Plan

Azimuth Angle

Figure 6.13: Radar imaging geometry in SCH coordinate system
(Source: After Buckley, 2000; and Rosen and Persaud, 2000)
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And a left looking geometry has been assumed (Buckley, 2000; and Rosen and
Persaud, 2000). Given the above, the unit-look vectors for antennas 1 and 2 can be

expressed as follows (Buckley, 2000; and Rosen and Persaud, 2000):

SCH, sin @, sin

[y =|sinf cosf (6.47)
—cosé

. SCH cosé, sinycos ff+sinb, sin f

[ =|-cos@,sinysinf+sinb, cos f (6.48)

~cosf, cosy

It can be noticed that in the above equations, the pitch angle yi, associated with
antenna 1 is assumed to be zero and thus the subscript is dropped from the antenna 2
pitch angle so v is used instead of y2. A simple rotation is applied to Eqn. (6.48) in
order to express the unit look vector associated with antenna 2, v, in the antenna 1

SCH coordinates (Buckley, 2000; and Rosen and Persaud, 2000):

cos 8, sin y cos(f —n) +siné, sin(f —7n)

ASCH) ASCH;
I =M 12 | —cosb,sinysin(—1n)+sind, cos(f 1) (6.49)
—co0sd, cosy
Where
cosy -—siny O
Mggg; =|siny cosp 0 (6.50)
0 0 1
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Where 1 is the divergence angle from antenna’s 1 and 2 tracks in SCH plan. Its next
assumed that the divergence angle, v, the pitch angle, v, and the azimuth angle, B, are

small, which are valid assumption for the ERS SAR system antennas, and thus:

tan n = sin 1 (6.51)
tan y =~ sin y (6.52)
cos p=1 (6.53)
cos(B-m)=1 (6.54)

Finally, the baseline, for antenna 1 in SCH coordinates, can be determined by
substituting both Eqn. (6.47) and (6.49) along with the above approximations (Eqn.

(6.51)-(6.54)) into the baseline Eqn. (6.45) can be expressed as follows:

b b tan B+ p, sin@, tann — p, cos b, tan y

%

b=|b- |=| p,sing cosp— p,sinb, cosfcosn (6.55)
by - P cosf, + p, cosd, cosy

The along-track component of the baseline in Eqn. (6.55) is referred as the target
dependent along-tack offset, Asr, (Figure 6.14) and can be expressed as follows
(Buckley, 2000; and Rosen and Persaud, 2000):

Agr =b, tan f+ p, sinf, tanny — p, cosH, tany (6.56)
Since it is simpler to express the baseline as a function of along-track single variable,
S, that takes into account time and target dependent portions of baseline, and
components in both across-track, C, and vertical direction, H, are assumed to vary
linearly with S, a modified baseline model can be expressed as (Buckley, 2000; and

Rosen and Persaud, 2000):
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Figure 6.14: Repeat-pass imaging geometry projected into the SC-plane
(Source: After Buckley, 2000)

A Agg +(ksy —5)) = Ay
ST

b=b-|0 |= be | =|bep +bc(s; +Ag) (6.57)
! bu by +Z7(51 + A7)

Where

Aso = Along-track constant offset

k= Along-track scale factor between s1 and s2 coordinates

bco = Initial cross-track baseline

bro = Initial vertical baseline
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b= Cross-track baseline rate of change

And

by = Vertical baseline rate of change

Substituting the along-track variable, s = 57 +Asr, the baseline model is expressed as:

0 Ago +(ksy —5)
b (s)=|bc(s) |=|bpy +bc s
b (5) buro +bpys

(6.58)

And thus the target dependent along-track offset, A7, is expressed, using baseline

rate of change shown in Figure 6.135, as:

Agr =be tan,B+bc P, sin 6, —bn P, cosb,

Where

be =tann And by =tany

pmiection into sc-plase progecrion imo sh-plane
%\s‘m‘%ﬁﬁ & wack | track | r
Bois+ dg) _ ) ,
: e byls + 46 RS
RS -
2 4% :
?‘ ‘ . M
RE3 H
bet s S !
s bds+8a-bin) Lo e Bylseds)-buds)
f/}a‘ m IR et o Lt on M%@E Sy WA - O iRnY
F o ey o

Figure 6.15: Baseline rates of change geometry

(Source: After Buckley, 2000)
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6.7. Interferogram flattening

As was mentioned earlier in this chapter, when an interferogram is generated from a
pair of SAR images, the dominant interferometric signal resulting is that due to the
elliptical shape of earth. To better estimate the interferometric phase due to the
deformation of interest, phase due to the ellipsoid shape of earth must be first
removed. This is done in a process known as interferogram flattening, which is
defined as the lincarization of the interferometric phase about the reference surface
that results in the subtraction of phase due to the reference surface from the
interferogram (Buckley, 2000; and Rosen and Persaud, 2000). Table 6.3 lists the
steps involved in the interferogram flattening process along with equations used
before processing each step, where i is the number of range samples, ja is the number
of azimuth lines, po is the range to the first range sample, and Ar is the range sample
spacing.

In the following equations:

Aa = Azimuth line spacing

h = Spacecraft height above the reference surface

r = Radius of spherical earth

®rer= Interferometric phase due to the reference surface

Corer= Complex interferogram due to the reference surface

C¢ = Complex interferogram

And Cdflat = Complex flattened interferogram
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Flattening Ste Equations used
g viep q

A1 =po+(i-DA,
81 =g —DAy,

. .2
h=hy+ hs1+ hg

1- Compute p1, s1, A

2- Compute p2 (Apres=0 first time P2 = PL+ APy + Apref

around)
2 22
cosby; = pl+r+h)y —r
20/ (r + 1)
3- Compute O1ref, O2ref,
approximate bc, bs be ~ bpy +be sl

Where /= 1,2 ‘ .
by = Ag = betan B +bc p,sind, —by p,cosb,

bC = bCO +bC(Sl+AS[)

by = by + b (sl+ Asr)

A = | b=ABE+bE+bE

4- Compute be, by, b, Ilref . b, | » - . ' .
approximate Apref liref .b = by sin@,  sin B + b sin BOyer COS

B8y = pif 12 Tuer b |07 + 5207
Prer = Pri| [1=2 Lirer b 1o +07p " —1

Table 6.3: Interferogram flattening procedure steps
(Source: Modified after Buckley, 2000; and Rosen and Persaud, 2000)
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Flattening Step Equations used

5- Repeat steps 2-4 for new Apret

bref = (Am /[ L)Apref

6- Compute phase ®ref, from complex number ..
Chref = C0S Ppof + jsin Ppef

7- Conjugate multiplication | Couwm =CoC ¢,

8- Repeat steps 1-7 for all range bin in given
azimuth line

9- Repeat steps 1-8 for all azimuth lines

Table 6.3 continued: Interferogram flattening procedure steps
(Source: Modified after Buckley, 2000; and Rosen and Persaud, 2000)

ROI PAC implements interferogram flattening by first using the baseline estimated
from the registration offsets. The phase is later unwrapped and used to estimate an
improved baseline. The last step in this process involves using the estimated
improved baseline to flatten the original interferogram. Although this process
removes most of the phase due to the spherical shape of earth, there may still be a
residual tilt in the interferometric phase that should be removed empirically by
relying on observation and experiment.

6.8. Correlation determination

While the phase of the complex valued cross correlation of a pair of radar signals is
related to the interferometric phase, the amplitude is related to the correlation
coefficient (Buckley, 2000; and Rosen and Persaud, 2000). Noise, which can be
considered as random fluctuations in the radar backscattered signal, effects the

estimation of correlation coefficients leading to values way below the perfect
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correlation value of one, and thus results in interferometric decorrelation which leads
to treatment of both master and slave signals, C1 and C», as random processes.
Generally speaking, the standard measure of the degree of statistical similarity of two
random process signal used to generate an interferogram measurement is the
complex cross-correlation or coherence, y, and is defined as (Rosen et al., 2000):

CC P
= <1 2> = EClCz] (6.60)

V= x * \/ C & *
o] tte

Where

Ci= Image phase measurement at antenna 7,

E[C]= expected value of random process C (statistical or ensemble average)

And

<C> = Time average of random process C

The above equation assumes that both C1 and C2 are ergodic processes in which
statistical or ensemble averages of the random processes are equivalent to time
averages of the random processes (Ziemer and Tranter, 1995; Buckley, 2000; and
Rosen and Persaud, 2000). This means that a spatial average of a single realization in
time can be used to determine the coherence. It is important to note that a correlation
coefficient, y =1, represents completely coherent scatterers, whereas y = 0, indicates

an independent scattered fields (Rosen et al., 2000).

The correlation coefficient, |y|, which is defined as the amplitude of the complex
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coherence, at a given pixel is, estimated over a window of size N as a weighted
spatial average (Hagberg et al., 1995; Rosen et al., 2000; Buckley, 2000; and Rosen

and Persaud, 2000):

ol

=i

Where

(6.61)

N—1N -1

Ch= X Zwﬁfﬂﬁjwﬂhm%%ﬂ (6.62)
k=0j=0
N—-1N -1

Cll= % ZW%DQ&ﬂQ%ﬂ (6.63)
k=0j=0
N-1N -1

Cyp= 2 Zw@ﬂQwﬂQ%ﬂ (6.64)
k=0j=0

Where

Wh = Scalar weighting array of window size N

Cp = Complex parameter used to detrend the interferometric phase in the window
The local phase slope is thus removed using the complex parameter, Cp, which if
existed could affect the estimated correlation.

The same windowing and weighting process is used to estimate the local phase
slopes associated with each pixel from the flattened interferogram. ROI PAC uses a
normalized Gaussian low pass filter in the scalar weighting process, which can be

expressed as (Buckley, 2000; and Rosen and Persaud, 2000):
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jk=0,...,N-1 (6.65)

k=M P +(j-mP
m(j,k) =e [ % (6.66)

M =int(N/2) (6.67)
Studies by Rodriguez and Martin in 1992 had shown that as the number of looks, NL,
used to generated an interferogram increases, the interferometric standard deviation,
o¢, of the interferometric phase progressively approaches a lower bound on the phase

variance in terms of the correlation, which can be expressed as (Buckley, 2000;

Rosen et al., 2000; and Rosen and Persaud, 2000):

/1 _ 2
ZNL 14

One can notice that as the correlation coefficient decreases, the interferometric phase
standard deviation, o9, increases leading to complications in the phase unwrapping
process, which could also lead to unwrapping errors. To over come this problem, a
correlation threshold is chosen and the phase of only those pixels with
interferometric phase standard deviation larger than the value of the threshold are
unwrapped. Another approach of solving such complication is applying a filtering
process to filter the interferogram, a step that will be further explained in the

upcoming section.
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6.9. Interferogram filtering

Since in a radar image, the observed surface backscatter results due to the coherent
summation of individual scatterers within a particular resolution cell leading to an
interferometric phase dominated with a single fringe frequency, which means that
the generated interferogram power spectra will contain both narrow-band signal and
broad-band noise. A process, known as interferogram filtering, is used to remove this
type of noise. Regions of high deformations include increased phase due to noise as
well as high local fringe rates, which if not carefully filleted, would cause errors in
the unwrapping process (Goldstein and Werner, 1998).

ROI PAC interferogram filtering process implements algorithms of a nonlinear
spectral filter, know as power spectrum adaptive filter, designed by Goldstein and
Werner, 1998. In this process, the local interferogram power spectrum is filtered to
increase the signal to noise ratio. Power spectrum of a random signal can be
estimated using DFT, which utilizes periodogram analysis, a process where the
power spectrum estimator is the so-called periodogram (Buckley, 2000). The
periodagram is the square of the magnitude of the two dimensional DFT, I (u, v), of
interferogram I (x, y). (u, v) here are the frequencies associated with the range and
azimuth coordinates (x, y). The interferogram I (x, y), is split into overlapping
rectangular patches where a single periodagram is computed for each patch. The
power spectrum estimate is then smoothed and the linear filter, Z (u, v), is

constructed as follows (Buckley, 2000; and Rosen and Persaud, 2000):
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(4
(6.69)

A
Z{u,v)=|C(u,v)

Where

o = Filter weight

If o is set to zero, no filtering occur, whereas when it is set to a value larger than
zero, filtering occurs and increases with the increase of the value of a used.

Goldstein and Werner (1998), states that useful values of a lie between 0.2 and 1.

Finally, the filtered interferogram /I\(x, y) is determined as follows (Buckley, 2000):
I(x,y) = FT" {i(u,v)Z(u,v)} (6.70)

Where FT™'= Two-dimensional inverse Fourier transform

Since this procedure is repeated for all the generated interferogram patches, the
patches are overlapped and a triangular weighted sum of the overlapping patches is
used to minimize or eliminates discontinuities at patch boundaries (Goldstein and
Werner, 1998; Buckley, 2000; and Rosen and Persaud, 2000).

One hindrance of such process, is that it poorly effects and decreases the bandwidth
associated with both range and azimuth coordinates. It is important to keep in mind
taking into account the non-stationary power spectrum, which lead to spatially
changing fringe frequency when choosing a filtering method (Buckley, 2000; and

Rosen and Persaud, 2000).
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6.10. Phase unwrapping

At this stage, and after all the previous processes are performed on the generated
interferogram, the resulting interferometric phase, or so known as measured
interferometric phase, must be further processed to generate the absolute
interferometric phase which is directly related to the topographic height and amount
of deformation of interest. Measured interferometric phase represents the absolute
interferometric phase only modulo 2n, meaning that an integral number of phase
cycles on each measurement is lost (Zebker and Lu, 1998). And thus, to determine
the absolute phase, the measured phase must be unwrapped and an absolute phase

must be determined. The relationship between measured, ¢ , unwrapped,

measured

, and absolute, ¢

unwrapped

interferometric phases can be expressed as follows

absolute ?

(Goldstein et al., 1988; and Madsen and Zebker, 1992):

Pmeasured = MO Papsolute-27) (6.71)

¢ unwrapped = (¢ measured ) unwrapped = ¢ absolute + 27n (672)
4z .

Dabsolute = 75p (6.73)

Where
n = An integer
dp = Represents one-way path length difference due to topography and deformation

And

() unwrapped = Phase unwrapping process
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ROI_PAC implements an unwrapping algorithm known as the residue-cut tree
algorithm, where the absolute interferometric phase is determined by first
differentiating the measured phase followed by an integration of resultant phase
gradient. This algorithm, developed by Goldstein et al., 1988, and known as GZW
algorithm, is applied to pixels with correlation coefficient value above a chosen
threshold and is divided into three steps:

I- Residue identification

2- Residue connection

3- Integration
The algorithm assumes that radar sampling was performed in such a way that the
unwrapped phase from one pixel to the next will vary by no more than one-half of a
cycle, +x or —m, and thus unwrapped phase varying by more than one-half of a cycle
is considered as residues.
So the algorithm first identifies the location of all residues in the generated
interferogram and marks them as positive or negative, connects the residues with
branch cuts in order to prevent the existence of non-neutral integration paths and thus
ensure consistency (Zebker and Lu, 1998).
The goal of residue connection is to connect residues with branch cuts in order to
arrive to an overall neutral charge for the connections network, referred to as the
tree, which are used to eliminate full cycle phase discontinuities along closed paths

when integrated (Buckley, 2000; and Rosen and Persaud, 2000).
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In Residue connection process, the length of branch cuts in a given tree are kept to a
minimum and thus leads to minimum number of half cycle discontinuities. Thus
residue calculations considering the following general subset of measured phase
values may be expressed as follows (Goldstein et al., 1988; Buckley, 2000; Rosen et

al., 2000; and Rosen and Persaud, 2000):

¢(i, J) #(i, j+1)

p(i+Lj7) ¢G+1Lj+1)

(6.74)

Where residue assigned to pixel (i, j) associated with the above values is expressed

as (Goldstein et a., 1988; Buckley, 2000; and Rosen and Persaud, 2000):

residue(i, j) = —21;[@,-(1', =20, )] 6.75)
Where

AD,(i, ) = D, j +1) - D, (i, /) (6.76)

ADj(, /) = © (i +1, 1)~ ©, (i, /) 6.77)

O, (i, j) = Di+1, /)~ B, j) (6.78)

Qji, j) =00, j+1) - ©3, j) (6.79)

Residue calculations using the above method can yield in either a value of zero,
indicating no residue, a value of +1, indicating a positive residue, or a value of -1,
indicating a negative residue. It is also important to note that both phases, ®iand

@j , may need to be adjusted by a multiple of 2x to be consistent with the algorithm

assumption of less than one half of a cycle phase change from one pixel to the other
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(Buckley, 2000; and Rosen and Persaud, 2000). If unwrapping is done along a closed
path containing only a single positive or negative residue, a +/- 2rn phase
discontinuity result. Whereas when integration is done along a path containing the
same number of positive or negative residues, when closing the integration along this
neutrally charged path, phase remains continuous.

The algorithm begins by searching the image for residues and once its found a search
is initiated to find the closest adjacent residue. The residues are connected with a
branch cut and the algorithm proceeds to increase the tree length until the tree is
neutralized (Buckley, 2000). This procedure is repeated until all residues in the
image are connected with a limit on the tree length so as to keep large trees from
isolating sections of the phase field.

Next, the unwrapped phase is estimated by starting integration at a specific location,
or so known as seed, and estimating phase for pixels adjacent to that seed, making
sure that this pixel in neither crossing a branch or already have an estimated
unwrapped phase.

Calculating the unwrapped phase involves adding or subtracting the needed integer
number of cycles to each pixel to make the variation in phase of two adjacent pixels
equal one half of a cycle.

This step is repeated to all pixels adjacent to that seed and thus making the
unwrapping phase grow outward from the seed. Successful phase unwrapping will
lead to determination of correct phase differences between neighboring pixels

(Rosen et al., 2000).
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6.10.1. Absolute phase determination

The last step in the phase unwrapping process involves determining the absolute
phase, defined by Rosen and others (2000) as the phase due to range delay, from the
unwrapped phase by determining an offset relating both phases to each other. The
spectral absolute phase determination approach presented by Madsen and Zebker,
1992, implemented in ROI PAC, splits the full range bandwidth in the processor
into two sub-bands (lower and upper bands, with center frequencies fiower and fupper)
with center frequency, f, and processes each individually. The two sub-bands are also
divided with center frequencies, fiower and fupper, Where two low-resolution
interferograms are formed and used to generate a differential interferogram. Since
the fringe frequency of the differential interferogram generated is sufficiently low,
all measured, unwrapped, and absolute phases are considered almost the same
making the unwrapping and absolute phase determination processes unnecessary.

And thus, the differential phase scaled by the frequency ratio f is equal

Sover = fiower
to the full resolution interferometric phase (Madsen and Zebker, 1992). By forming
the difference between the scaled differential interferogram and the unwrapped phase
of the full resolution interferogram, and averaging to reduce noise, the remaining
phase offset may be determined (Madsen and Zebker, 1992; and Madsen et al.,

1993).
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6.11. Deformation determination using Two-Pass technique (DEME)

The differential interferometric approach employed here is the two-pass plus DEM
technique, where a Digital Elevation Model (DEM) from an external source is used
to isolate and remove the topographic contribution from an interferogram leaving
only phase due to deformation of interest. At this stage, the software uses the
available DEM to import the elevations and synthesizes the phase due to topography
by converting the double binary format DEM into phase representation compatible
with RIO_PAC. For this purpose, a 7.5-minute quadrangle USGS DEM with 30-
meter resolution could be obtained and used. Since the DEM has different alignment
than that of the generated interferogram, the DEM has to be resampled and registered
to it. DEM resampling involves mapping it to the appropriate radar geometry using
the geometric simulation of the imaging process (Buckley, 2000; and Rosen and
Persaud, 2000). And thus, the relation between the radar geometry and DEM may be

expressed as follows (Buckley, 2000):

A AN
1.V =sinp (6.80)
Where
A2 —>
;. PO~ PDEM 6.81)
~> ->
P()- PDEM
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And

(6.82)

Where

_)
P(t)= Satellite position vector

_)
V (¢)= Satellite velocity vector

—>
Py = Position vector to a given pixel in the DEM

B = Azimuth angle (assumed known from the processed Doppler centroid)

Time, tpem, at which the spacecraft position and velocity satisfies Eqn. (6.80), is
determined for each and every pixel in the DEM. The corresponding output radar
geometry pixel (x, y) can be written as follows (Buckley, 2000; and Rosen and

Persaud, 2000):

—> ->
P{pEM)— P DEM |~ Pref

x = +1 6.83

A, (6.83)

_.)
V-(IDEM )Y{tDEM — aref

y= +1 (6.84)

A a

Where
x = Range pixel

y = Azimuth pixel
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pref = Range to first pixel in the output simulation
ares = Azimuth location of the first azimuth line in the output simulation
Ar= Range sample spacing
And
Aa = Azimuth sample spacing
Each pixel in the output has two quantities associated with it:
1- DEM height, adjusted for any bias between the DEM datum and output
simulation datum (NAD27 in our case).

2- Simulated radar intensity, which can be expressed as (Buckley, 2000):

2
oS00 (6.85)
\/1—0052 o;
Where
cosd, =~l.n (6.86)

0i = Incidence angle

And

n = Surface outward unit normal vector

In the next step, this output simulation is registered to the generated interferogram
using a procedure identical to the registration process presented in section 6.4, where
an amplitude correlation between the simulated radar intensity and the generated

interferogram amplitude is used to obtain a set of registration offsets.
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This new interferogram is then subtracted from the initial one to generate the
differential phase image in a procedure almost similar to the interferogram flattening
process explained in section 6.7. The difference here is that the look angle is
determined to the topographic height, z, associated with each pixel instead of to the
reference surface and thus, the look angle computation equation in step three (Table

6.3) should be replaced with (Buckley, 2000):

2 2 2
0080, = A XU ~(r+2) (6.87)
2p,/(r +h)

Where/=1,2
After unwrapping the differential phase and determining absolute differential
interferometric phase, the final step involves calculating the amount of deformation

in cm, which is related to the determined absolute interferometric phase as follows:

A = Dabsolute * i— (688)
4

Where

A= Amount of deformation in cm

@absolute = Absolute interferometric phase in radian
And
A = Radar wavelength in cm.

It is important to note that deformation is in slant range, and thus a positive
deformation indicates an increase in the line of sight, which leads to the conclusion

that the area of interest is either subsiding or extending in a direction away from the
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satellite. On the other hand, a negative deformation indicates a decrease in the line of
sight leading to the conclusion that the area of interest is either uplifting or extending

in a direction towards the satellite.
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7. Applications of SAR interferometry for sinkhole subsidence

detection in Nevada

7.1. Overview

The Gold Butte district in Clark County, located in the Southeast corner of Nevada
as can be seen in Figure 7.1, is a unique geologic region in which collapse and
subsidence sinkholes can be observed. This area, located east of the Overton arm of
Lake Mead, was selected to study applications of SAR interferometry for sinkhole
subsidence detection due to the existence of several sinkholes. Using satellite radar
interferometry (InSAR), we will be able to monitor recent deformation across the
study area and determine its rate. It is presumed that the largest sinkhole formed in
the area, once called “Budd sinkhole” and now known as “Devils Throat sinkhole”,
created as a massive collapse of the earth in the early 1940’s and has been for the
past few years gradually increasing in size. Locals say that the sinkhole was around
23 meters (75 feet) across and 28 meters (90 feet) deep in 1978. However, recent
collapses in the northwest portion of the sinkhole increased its dimensions to
approximately 30 meters (100 feet) across and around 41 meters (135 feet) in depth,
measured at the deepest edge.

This chapter focuses on InSAR observations, which are especially ideal in this region
due to the predominantly arid weather conditions, regionally broad terrain, and most
importantly low vegetation density, and thus increases the likelihood of producing

coherent images.
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Figure 7.1: Topographic map of the Devil’s Throat area in Clark County, Nevada
(Source: After Topozone.com)
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It is also important to mention that since this technique was proposed to measure
very small (1 cm or less) surface motion with good resolution (10 meters) over large
swaths (50 km) using SAR images (Gabriel and Goldstein, 1988; and Goldstein et
al., 1989), it would be ideal to study the recent rate of deformation due to the
existence of a sinkhole that meets the minimum technique resolution requirements.

In this study, Spaceborne Synthetic Aperture Radar (SAR) data of the Devil’s Throat
area, acquired by the European Space Agency (ESA) Satellites (ERS-1 and ERS-2),
encompassing an almost five year observation period (1992-1997), will be used to
study the deformation in the area.

After searching the European Space Agency archive, using the Display Earth remote
sensing Swath Coverage for Windows (DESCW) catalogues, it was concluded that
for this study area the largest number of ERS SAR archive scenes exists for Track
84, Frame 2871, descending track, which provides best coverage of the area of
interest as can be seen in Figure 7.2. Each SAR scene covers a 100x100 Km? and is
centered at latitude of 36° 27 and a longitude of -114° 18.

Three raw SAR scenes, from the above-mentioned descending track of the right-
looking European Space Agency (ERS-1 and ERS-2) satellites, were obtained from

Eurimage Inc.
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Figure 7.2: ERS orbit Track 84 Frame 2871 over the Gold Butte district in the

Southeast corner of Nevada
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Eurimage Inc., is an official ESA commercial distributor based in Italy, with a
worldwide distribution license for both ERS-1 and ERS-2. The scenes were used to
generate three differential interferograms spanning periods of 2 to almost 5 years.
7.2. Data selection criterion

A total of 43 available ERS SAR archive scenes of the chosen combination of track
and frame number were located, sorted and listed in Tables Al and A2 of appendix
A. Using these SAR scenes, one can form 903 different interferometric pairs.
However, other conditions must also be taken into consideration to determine the
suitability of the formed pairs for interferometric processing.

Since the maximum allowable perpendicular baseline for a suitable interferometric
pair is 150 meters (Massonet et al., 1995), the next step should involve eliminating
pairs with perpendicular baseline larger than the maximum allowable limit.

Although the reviewed literature suggested perpendicular baseline (150-meter
baseline) is acceptable, in this study the maximum allowable perpendicular baseline
was set to 100 meters since using a smaller perpendicular baseline as apposed to
large one results in a smaller topography signal in our interferogram (Zebker et al,,
1999).

At this stage, all interferometric pairs formed with perpendicular baseline larger than
100 meters were eliminated resulting in 106 suitable interferometric processing pairs.
All 106 ERS SAR pairs, with perpendicular baseline less than or equal to 100

meters, are listed in Tables A3 through A6 of appendix A.
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Seasonal considerations were also taken into account resulting in the elimination of
interferometric pairs spanning different seasons. This important step takes into
consideration atmospheric changes between chosen pairs and thus reduces errors in
the resultant interferogram. This step further reduced the number of suitable
interferometric pairs to 57 as can be seen in Tables A7 and A8 of appendix A.

Since the dry season represents the best period for radar interferometry, as it
represents the season with the least atmospheric changes and thus lead to less errors
in our signal, the available 57 interferometric scenes were further reduced to 23
suitable pairs as can be seen in Table A9 of appendix A. These pairs if used would
produce the best results with minimum atmospheric errors. Finally, due to limited
research budget, the minimum number of scenes that can be used to generate the
maximum number of interferograms had to be chosen. Three scenes out of the 24
available scenes satisfied this condition, as these three scenes were suitable to be
used in generating three different interferograms due to the fact that the
perpendicular baseline for all three pairs formed fell below 100 meters.

To summarize, the three InSAR pairs for this study area were chosen taking into
account the maximum allowable perpendicular baseline (less than or equal to 100-
meter), seasonal considerations, as well as available research budget.

Table 7.1 lists the chosen InSAR pairs used to generate the interferograms in this
research. It can be noticed that the InSAR pair’s perpendicular baselines were kept to

a minimum in order to minimize the topography element error in our interferograms.
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For more details on the degree to which the chosen baseline affects the topography
element of an interferogram, one can refer to a Ph.D. dissertation titled “Radar

interferometry measurement of land subsidence”, written by Sean Buckley in 2000.

Pair Track  Frame 1Y Date 2" Date ! 2nd Baseline:  Days®

Orbit (m)

ERSI-1 | 084 2871 | 95-04-15 | 92-08-20 | 19611 5740 28 968
ERS2-1 | 084 2871 | 97-05-25 | 95-04-15 | 10960 19611 53 771
ERS2-1 | 084 2871 | 97-05-25 | 92-08-20 | 10960 5740 81 1739

*Date: Year-Month-Day

Table 7.1: List of pairs made with three target scenes that have baseline less than
100 meters
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7.3. Height of Ambiguity

Before starting the discussion on interferogram processing, it is important to describe
the geometric configuration of a pair of SAR images and show how such
configuration affects the resultant interferometric phase.

The relative geometric configuration of two SAR images can be described

sufficiently using the interferometric baseline vector b (Figure 7.3), which
represents the difference between the phase centers of two satellites at the time when
the target is imaged (distance between the two satellite locations) in three different
representations (Buckley, 2000, and Hanssen, 2001):

1- Parallel/perpendicular representation

2- Horizontal/vertical representation

3- Baseline length and angle representation
Out of these three representations, the parallel/perpendicular, as can be seen in
Figure 7.4, is often used due to its ability to describe the system’s sensitivity to

topographic heights and amount of geometric decorrelation.

The parallel baseline, By, can be defined as the satellite basic path length difference
and is expressed as:

By=p-p, (7.2)
p1 = Range of the master scene

p2 = Range of the slave scene
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Figure 7.3: Interferometric baseline geometry
(Source: After Buckley, 2000)

Figure 7.4: Geometry of parallel/ perpendicular baselines
(Source: After Mohr and Madsen, 1995)
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On the other hand, the perpendicular baseline, B, which is defined as the
component of the antenna baseline perpendicular to the range direction, is expressed
as follows:

B| =Bcos(@-a) (7.3)
Where

6 = Look angle (for ERS is 23°)

This baseline is used as a scaling factor to determine the height of ambiguity, ha,
which is defined as the amount of change in height required to create a 2n phase

change (unwanted noise) in our interferogram and is expressed as follows:

Apsin @
ha="p
1

(7.4)

Where

A = Radar wavelength (for ERS C band is 5.6565 cm)

p = Platform altitude (for ERS roughly 785 Km)

6 = Radar look angle (for ERS is 23°)

Height of ambiguity is used to describe the affects of the satellite orbital separation
on the interferometric phase. In general, a large perpendicular baseline usually
implies baseline decorrelation leading to a decrease in the signal to noise ratio in the

interferogram and thus increase sensitivity to topography.
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In other words, as the perpendicular baseline increases, sensitivity to phase error
decreases. Using SAR pairs with a small enough perpendicular baseline generally
lead to more accurate results.

7.4. Identification of atmospheric signal using pair-wise logic

Two pass interferometric processing is used in this study and thus topography is
removed using a 7.5-minute quadrangle USGS Digital Elevation Model (DEM), as
was mentioned earlier in this chapter, and thus the remaining signal consists of both
deformation, which occurred during the study period, as well as some noise. Noise
error in our signal consists usually of topographic residuals and/or atmospheric
disturbance.

Different studies have shown that temporal as well as spatial atmospheric variations
could account for a significant percentage in an interferometric phase change and
could explain between 0.3-2.3 phase cycles of deformation (Hanssen, 2001). The
driving mechanisms of this phenomenon as stated by Hanssen, are localized changes
in refractive index due in large part to varying humidity in the troposphere, the
lowest layer of the atmosphere (<15 Km).

Atmospheric noise in an interferogram is somehow difficult to determine and
identify. However, the analysis of multiple interferograms over a varying time scales
could be used to resolve changes in the signal path length and thus help in

identifying the magnitude of atmospheric errors.
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When analyzing several interferograms of an area where deformation is assumed
fairly constant, atmosphere could be the primary reason for the variations in the
interferometric signal. In this research, a technique known as linear combinations or
pair-wise logic (Massonnet and Feigl, 1995, and Hanssen, 2001) is used to help in
resolving the location of some localized atmospheric signal and determining the
amount of noise due to atmosphere present. This technique involves creating three
interferograms from three SAR images, which can be accomplished by generating
two of these three interferograms using a common image between them. This
technique helps in identifying atmospheric errors by simply reasoning between what
we expect to see in our interferograms with what we actually observe.
In this study, three interferograms will be generated:

1- A= April 15, 1995 — August 20, 1992

2- B=May 25, 1997 — April 15, 1995

3- C=May 25, 1997 — August 20, 1992
When no atmospheric noise is present, the deformation from A (950415-920820) and
B (970525-950415) should add up to equal what is observed in image C (970525-
920820). Although this is true, a set of several interferograms should be analyzed
and compared to prove and be certain that no atmospheric errors are present.
Profiles across all three generated interferograms will be constructed, analyzed, and
discussed in the following sections.
The analysis of these profiles will help in identifying and maybe determining the

amount of noise due to atmosphere in our interferograms.
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7.5. Interferogram processing steps, results and analysis

This section explains in detail all the steps involved in the process of generating an
interferogram, followed by an illustration of the generated results and finally the
results analysis.

7.5.1. Interferogram processing steps

For each interferogram, the raw SAR format data of the two scenes were first
converted to ground-range Single Look Complex image (SLC) using ROl PAC, a
SAR processing and Interferometry software developed at JPL/Caltech. This step
produces a 100X100 Km scene with pixel dimensions of 7.9 meters in range and 4
meters in azimuth, as can be seen in Figures 7.5- 7.7. Since a SAR satellite records
about 1000 responses for each object creating a lot of noise, dividing the dataset into
16 increments of about 63 responses each and processing each data subset to form an
image reduce this noise. The 16 resulting images are then combined to create the
final image product, called a 16-look image. The 16-look images are used to
illustrate the generated SLC SAR images in the following Figures, as they are
smaller in size and easier to view. Nominal orbit state vectors of each scene header
are enhanced, during image formation, using accurate satellite orbit information from
the German Processing and Archiving Facility (ESA/DLR) known as the precise

state vector (PRC) data.
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Figure 7.6: April 15", 1995 Single Look Complex SAR image
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Figure 7.7: May 25", 1997 Single Look Complex SAR image

After the image formation, the master and slave images of each pair are registered,
where a set of range and azimuth offset measurements are determined and used to
estimate a functional mapping to resample the slave image to the master image. A
correlation image between the master and slave images of each pair is then generated
giving good correlation (correlation = 1) is some areas and bad correlation
(correlations = 0) in others. Bad correlation can be noticed in areas were rapid
changes happening such as areas where rivers exist as an example.

Correlation images of the three interferograms are shown in Figures 7.8-7.10. It
should be noted that the correlation images are flipped over, where east and west
directions are reversed, which is considered a normal processing step using

ROI PAC.
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Figure 7.8: 95-92 correlation image

Figure 7.9: 97-95 correlation image
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Figure 7.10: 97-92 correlation image

The differential interferometric approach employed here, as was mentioned earlier, is
the two-pass plus DEM technique, where isolating and removing the topographic
contribution from an interferogram, using a DEM, determines deformation.
At this stage the software uses the available DEM to import the elevations and
synthesizes the phase due to topography by converting the double binary format
DEM into phase representation compatible with ROI_PAC (Figure 7.11). For this
purpose, a 7.5-minute quadrangle DEM with 30-meter resolution was obtained from

the U.S. Geological Survey (USGS).
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Since each USGS DEM quadrangle covers and area of approximately 12 x 14 Kim,
which is considered not sufficient for our area of interest, a total of 34 adjacent
quadrangles were mosaic resulting in a DEM covering a larger area. The resultant
DEM covered the whole 59 x 99 Km study area. This DEM is then converted to
double binary format compatible with ROI PAC and used to generate a simulated
topography phase interferogram. This new interferogram is then subtracted from the

initial one to generate the differential phase image.

Figure 7.11: Simulated DEM used to remove topography
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The measured interferogram phase is then unwrapped to determine the absolute
interferometric phase, also referred to as the slant range direction phase. The
absolute phase, which represents the path length difference in the radar’s line of
sight, is directly related to and can be used to determine the height of topography in
the area imaged as well as the amount of deformation. The final differential
unwrapped interferograms will be illustrated later in this section and analyzed in an
upcoming section.

Horizontal as well as vertical profiles across the area of interest in all three generated
interferograms are then constructed to give insight into the spatial distribution of
deformation within the Devil’s Throat area. These profiles and their analysis will be
discussed later in this chapter.

7.5.2. Interferogram processing results

The first interferogram, as was shown in Table 7.1, is the result of a change in slant
range phase that spans between the two images (April 15, 1995 and August 20,
1992) and thus illustrates the deformation over a period of 968 days (2 years, 7
months and 26 days).

The second interferogram, as was also shown in Table 7.1, is the result of a temporal
shift in slant range phase that spans between the two images (May 25, 1997 and
April 15, 1995). This interferogram illustrates the deformation over a period of 771

days (2 years, 1 month and 10 days).
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The third and final interferogram is the result of a temporal shift in slant range phase
that spans between the two images (August 20, 1992 and May 25, 1997) and thus
illustrates the deformation over a period of 1739 days (4 years, 9 months and 5 days).
The InSAR data used in generating all three interferogram collected from both ERS-
1 and ERS-2 (European Remote Sensing satellite platform) descending orbit (track
084, frames 2871) are listed in Table 7.1.

The final unwrapped differential interferograms with color ramps representing the
absolute interferometric phase rate are illustrated in Figures 7.12-7.14. A three
dimensional surface of each interferogram is illustrated in Figures 7.15-7.17. The
profiles (black line) shown on the Figures were constructed and used to generate a
cross-sectional view illustrating the relative slant range deformation at a given
location along each profile. Such profiles help in giving insight into the spatial
distribution of deformation within the studied area (Figures 7.18-7.20). Deformation
along each constructed profile is relative to the eastern most point of the profile,
which was assumed to be stable (deformation = 0 meters) during the study period. It
is also important to mention that deformation values along each profile is multiplied
by —1 in order to illustrate the deformation for periods over an increasing time
period; 1992-1995, 1995-1997, and 1992-1997 instead over a decreasing time
period; 1995-1992, 1997-1995, and 1997-1992, the way the data was processed in

our casc.
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Figure 7.12: 1995-1992 Differential unwrapped interferogram
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Figure 7.13: 1997-1995 Differential unwrapped interferogram
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Figure 7.14: 1997-1992 Differential unwrapped interferogram
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Figure 7.15: 3-D surface of the 1995-1992 Differential interferogram

Figure 7.16: 3-D surface of the 1997-1995 Differential interferogram
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Figure 7.17: 3-D surface of the 1997-1992 Differential interferogram
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Figure 7.18: 1992-1995 Relative slant range deformation across a horizontal profile
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Figure 7.19: 1995-1997 Relative slant range deformation across a horizontal profile
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Figure 7.20: 1992-1997 Relative slant range deformation across a horizontal profile
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This means that a motion that results in a positive signal over an increasing time
period represents motion of the ground away from the satellite indicating a westward
extension and/or subsidence. All three profiles will be analyzed and discussed in the
following section. The three profiles will also be compared with each other to help in
identifying atmospheric noise in the generated interferograms.

7.5.3. Interferogram analysis

Prior to this study, the Gold Butte area deformation rates were unknown. Analyzing
the interferograms generated using Synthetic Aperture Radar (SAR) data collected
by ESA ERS-1 and ERS-2 satellites, encompassing an almost five year period of
observation (1992-1997) will aid in monitoring recent deformations and thus
determine deformation rates in the area. Three successful interferograms were
generated for a descending orbital trajectory, as was shown earlier, and will be used
to yield deformation information.

At this stage, deformation in centimeters at any location on the generated
interferogram can be determined in terms of the resulting absolute interferometric

phase as follows:

A= Dabsolute * —l— (74)
4

Where, A is the amount of deformation in cm, @absolute is the absolute interferometric

phase in radians, A is the radar wavelength in cm.
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Since this interferogram was generated using a descending orbit data and was
processed in a descending time period order (e.g. 1997-1992), increase in range
change shows that the area of interest is either subsiding or extending away from the
satellite.

From the absolute interferometric phase cycle of interferogram A (1995-1992), it can
be estimated that the maximum downward movement along the constructed profile
over that period (almost 2.65 years) was approximately 1.209 cm. This means that
the maximum deformation rate for that period of time was approximately 0.456
cm/year. Whereas for the 2.11-year period interferogram B (1997-1995), the
maximum deformation along the constructed profile was estimated to be 0.607 cm,
indicating that the maximum deformation rate for this period (1997-1995) was
around 0.288 cm/year. On the other hand, the deformation rate for interferogram C
(1997-1995) was estimated to be 0.376 cm/year, as the maximum subsidence along
the profile constructed during that 4.76-year period was about 1.792 cm (Table 7.2).
It is important to mention that, by using SAR interferometry, it is not always possible
to determine a realistic and absolute deformation field, as deformation at any
location 1s relative to the point where phase unwrapping starts. However,
deformation values when determined relatively from one location to another will not
change. In our case, ROI_PAC starts unwrapping at pixel location (-9999, -9999), at
the lower right hand corner of the image where deformation is assumed to be zero,

and thus deformation at all other locations are given relative to that point.
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Maximum Deformation (cm) Deformation Rate

Study (cm/year)
Period
1995-1992 1.209 0.456
1997-1995 0.607 0.288
1997-1992 1.792 0.376

Table 7.2: Deformation and deformation rates along horizontal profiles

Height of ambiguity, which is defined as the amount of change in height required to
create a 2n-phase change (unwanted noise) in our interferogram is calculated for
each interferogram and are listed in Table 7.3. The values given in the table describe
the affects of the satellite orbital separation on the interferometric phase and show
the distance in meters that create a 2n-phase change of unwanted noise in each
interferogram. From the table, one can notice that an increase in the perpendicular
baseline used lead to a decrease in height of ambiguity, meaning that our resulting
signal includes more topographic related errors. A mean altitude of 785 kilometers
was used to calculate the height of ambiguity in each case. The three constructed
profiles passing by our area of interest, stretches between horizontal pixels number

1282 and 1591 (9270 meter long horizontal profiles).

187

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Time Period ' ha (meters)

1995-1992 28 309.8
1997-1995 53 163.6
1997-1992 81 107

Table 7.3: Height of ambiguity

Deformations along these three interferogram show that the Devil’s Throat sinkhole
area lay very close to the location where maximum deformation rate occurred
(sinkhole located at pixel number 1465 on the constructed profile).

The results also show that the generated deformation rates from interferogram C
(1997-1992) agrees very well with the deformation rates generated by adding
deformation from both interferograms A (1995-1992) and B (1997-1995) (Figure
7.21). Table 7.4 shows a comparison of expected vs. actual deformation rates. A
compression of relative slant range deformations a long a vertical profile crossing the
Devil’s Throat area was also conducted and is illustrated in Figure 7.22. On this
vertical profile the Devil’s Throat sinkhole is located at pixel number 1656 (Lateral
distance = 49680 meters).

Weather that was present before and on the day of data acquisition was also looked
into in order to help in deciding whether atmospheric errors were introduced. Data
from the NOAA weather database showed that all three days were dry (precipitation

= ( inches) thus minimizing the chance that atmospheric errors were introduced.
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Figure 7.21: Relative slant range deformations across a horizontal profile

Expected Actual
Expected Actual Deformation Rate Deformation

Time Period Deformation Deformation (A+B) Rate (C)
(A£B) (cm) (O) (em) (cm/year) (cm/year)

1997-1992

1.792 0.381 0.376

Table 7.4: Deformation and deformation rates, Expected versus actual
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Figure 7.22: Relative slant range deformations across a vertical profile
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At this stage, the principles of finite differences (Bardet, 1997) was used to generated
shear strain (%) across the generated horizontal as well as vertical profiles (Figure
7.23-7.28). From these Figures, one can clearly notice that in most cases the Devil’s
Throat sinkhole fell either on or very close to the maximum shear strain present in
the area, which agrees very well with what was expected.

By studying the geological settings of the study area, it was determined that this type
of movement agrees very well with the expected ground surface movements. The
geological settings of the area are not discussed here as they are out of the scope of
this research.

7.6. Decomposition of the displacement vector

As was mentioned earlier in section 3 of this chapter, the radar signal that we
observe in the differential interferogram represents the difference in path lengths
along the radar’s line of sight (slant range direction) and thus the deformation values

are given in terms of change in slant range. To further analyze the resulting

N
deformation and determine the three dimensional displacement vector, d, one

should refer to the equation outlined by Hanssen (2001):

3z

d, =d, cos(8,,)-sin(@,, )[d,, cos(ah —37”) +d, sin(ah ——i—ﬂ (1.5)

Where 6Oinc = Angle of incidence (ERS 8inc = 23%), dn = Deformation in the North
direction, de = Deformation in the East direction, and du = Deformation in the UP

direction.
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Figure 7.23: 1992-1995 Shear strains across the horizontal profile
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Figure 7.24: 1995-1997 Shear strains across the horizontal profile
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(a,, - -3~7—T~) as stated by Hanssen (2001) corresponds with the angle to the azimuth
2

look direction, which, for a right-looking radar, is perpendicular to the satellite
heading (Hanssen, 2001). Hanssen (2001) further points out that due to the
projection of the three-dimensional displacement vector to the radar line-of-sight, it
is not possible to retrieve the full displacement vector from either a single look
direction nor from both an ascending and descending look directions. In order to
retrieve two components of this three-dimensional displacement vector, a
combination of interferograms generated from both ascending and descending tracks
should be analyzed. To obtain the displacement vector third component, assumptions
of the characteristics of the displacement in the area should be made.

From the generated interferograms one can notice that the majority of deformation in
the Devil’s Throat area of the Gold Butte district is positive, which indicates that the
range change increases over the studied period since we are processing the
interferograms in a decreasing time period order (i.e. 1997-1992). Since the
interferograms were generated using a descending track data, where a ERS radar
sensor is looking to the right, or rather, to the west, an increase in the range in this
direction indicates that the study area is either subsiding or extending to the west,
away from the satellite. In this research, all deformation values determined were left
in terms of slant range deformation. After looking into all the available research
conducted in this area, it was also assumed that subsidence is the dominant vertical

motion.

195

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



7.7. Conclusion
Using InSAR in the Devils Throat sinkhole area, we were able to observe:

1. Subsidence of about 0.3-0.5 cm/year

2. Steep gradient in displacement rates on the eastern part of the constructed

profile where the Devils Throat Sinkhole occurs.

Deformation rates generated from adding up interferograms A (1995-1992) and B
(1997-1995) agreed very well with those generated using interferogram C (1997-
1992) meaning that the results agree well with the expected deformations in the area.
These results along with the dry weather conditions reported during data acquisition
periods also indicate to some extent that almost no atmospheric errors were
introduced 1in the generated interferograms. However, more interferograms of the
Devil’s Throat area should be analyzed and carefully compared to be certain that no
such errors are present.
Since all deformation values determined were left in terms of slant range
deformation, processing additional sets of SL.C images of an ascending orbit along
with assumptions of the ground surface motion based on other studies conducted in

the area is necessary to aid in the decomposition of the three dimensional

displacement vector.
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8. Summary and Conclusion

8.1.Summary

The instability of Karst has caused great damage to roads, buildings, airports and
lifelines all over the world and is responsible for millions of dollars of damage to
public and private property every year. These Sinkholes are continuously unstable,
unexpected and are commonly accompanied with not only significant property and
environmental damage but also pose a serious threat to human lives.

Since Karst occur in many parts of the world which makes it a worldwide threat that
should be taken seriously, the study of this worldwide phenomenon is very important
as it helps in understanding the events that lead to it and aids in the design to prevent
or at least minimize the outcomes of future collapses.

The aim of this research was to apply Synthetic Aperture Radar (SAR) techniques
(Zebker and Goldstein, 1986) to determine the surface deformation in Karstic
regions and demonstrates the utility of SAR interferometry in investigating the
phenomenon.

Synthetic Aperture Radar (SAR), an imaging radar system, is one of the most
advanced engineering inventions of the twentieth century (Soumekh, 1999). SAR
images used in such a technique offers a large scale and fine resolution data sets
making it a great tool that can be used to obtain information about the rate and extent

of subsidence in a particular area.
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The study was divided into three different tasks. The first task was to construct a
database of selected sinkhole case histories, from all around the world, and
determine whether these sinkhole dimensions meets the minimum radar resolution
requirements.

The second task involved determining the minimum extent of deformation area that
InSAR can detect by conducting a feasibility study that investigates the affects of an
underground circular cavity on the ground surface. This study was used to determine
both the minimum cavity diameter and depth below ground surface causing a
settlement trough that can be distinguished by radars.

The final task was to use differential interferometry techniques to produce
interferograms of subsidence, a task that involved processing of raw SAR data
provided by the European Space Agency to generate Single Look Complex (SLC)
SAR images, which are later, used to generate an interferogram that is analyzed to
determine surface deformations.

In this last task ROI PAC, an interferometric software developed by JPL/Caltech,
was used to generate a Synthetic Aperture Radar (SAR) interferogram of an area,
were a sinkhole has occurred, to assess the effectiveness of the technique in detecting
very small ground surface fluctuations.

The temporal coverage of SAR images (1992-1997), used in this study, provided a
great tool to monitor and accurately measure the rates of subsidence in the Devil’s

Throat area, Nevada, where sinkholes exist.
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8.2.Conclusion

The case histories of the developed database, presented in chapter 3 of this
dissertation, were compared to the resolution of the proposed method to determine
whether they could have been detected if such method would have been used to
study them. Only 51.2% of the collected case histories provided sinkhole width and
depth information and thus could be used in such a comparison.

Since SAR interferometry has been reported to be able to detect ground surface
fluctuations in the order of centimeters with good resolution (10m) over large swaths
(50km) (Gabriel et al., 1989), only individual objects that are around 10m wide or
large could be discern by this technique. Given that, 54.7% of the collected case
histories with width and depth information could have been detected. This technique
could not have been used to detect the other 45.23% of the case histories included in
the developed database, as their widths were way below the technique’s resolution.
From the results of the preliminary parametric study, presented in chapter 5 of this
dissertation, it may be concluded that the ground subsidence due to the existence of
subsurface cavities can be sufficiently large to be detected using SAR interferometry,
provided that the cavity has a radius larger than 2.4 meters and located 4 meters
below ground surface in clay.

In sand, the minimum tunnel radius and depth below surface to tunnel axis should be
2.6 and 7 meters respectively. The magnitude and width of subsidence trough caused

by such sized cavities are close to the present resolution limits of SAR systems.
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It can also be concluded that as depth below surface to tunnel axis increases, the
tunnel radius required to cause a measurable settlement magnitude and width of
trough decreases.

Using InSAR in the Devil’s Throat sinkhole area, we were able to observe
subsidence of about 0.3-0.5 cm/year with steep gradient in displacement rates on the
eastern part of the constructed profile where the Devil’s Throat Sinkhole occurs.
Deformation rates generated from adding up the 1992-1995 interferogram with the
1995-1997 interferogram agreed very well with those generated from the 1992-1997
interferogram. These results along with the dry weather conditions reported during
data acquisition periods indicate to some extent that almost no atmospheric errors
were introduced in the generated interferograms. However, more interferograms of
the Devil’s Throat area should be analyzed and carefully compared to be certain that
no such errors are present.

Since all deformation values determined were left in terrhs of slant range
deformation, processing additional sets of SLC images of an ascending orbit along
with assumptions of the ground surface motion based on other studies conducted in
the area is necessary to aid in the decomposition of the three dimensional
displacement vector.

From all the above, it can be concluded that deformations across the Devil’s Throat
arca as observed using InSAR coincide well with the expected surface motion

direction in the area.
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8.3.Future research

For the future research within the framework of using the present technique, several

factors, which may contribute to the improvements of the produced results, could be

taken into consideration. Such factors involved the following suggestions: .

1-

Analyze and validate InSAR interferograms against existing subsidence
monitoring methods to determine if InSAR interferograms can be used as a
viable option for subsidence monitoring.

Process additional sets of SLC images with short temporal baselines.

Process additional sets of SL.C images of an ascending orbit to help in the
decomposition of the displacement vector.

Compare interferometry results with deformation model developed on GPS
data if available.

Generate interferograms using data acquired by the new European Space

Agency Satellite “ENVISAT” to produce more accurate results.
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Appendix A

Scene Date ESA Satellite
(yyyymmdd)
19920611 ERS-1
19920802 ERS-1
19920924 ERS-1
19930422 ERS-1
19930701 ERS-1
19930909 ERS-1
19950415 ERS-1
19950520 ERS-1
19950902 ERS-1
19951007 ERS-1
19951111 ERS-1
19951216 ERS-1
19960120 ERS-1
19960330 ERS-1
19951008 ERS-2
19951112 ERS-2
19960121 ERS-2
19960331 ERS-2
19960505 ERS-2
19960714 ERS-2
19960818 ERS-2
19961027 ERS-2
19961201 ERS-2
19970105 ERS-2
19970209 ERS-2
19970316 ERS-2
19970525 ERS-2
19970629 ERS-2
19970803 ERS-2

Table Al: Available ESA archive scene of track 84 frame 2871
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Scene Date ESA Satellite
(yyyymmdd)
19970907 ERS-2
19980125 ERS-2
19980301 ERS-2
19980510 ERS-2
19981206 ERS-2
19990808 ERS-2
19991226 ERS-2
20000305 ERS-2
20000409 ERS-2
20000618 ERS-2
20000827 ERS-2
20011125 ERS-2
20020414 ERS-2

Table A2: Available ESA archive scene of track 84 frame 2871
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Scene 1 Date  Scene 2 Date Perpendicular

(vyyymmdd) (vyyymmdd) Baseline
(meters)

19951007 19920611 89
19951111 19920611 79
19960714 19920611 57
19970209 19920611 34
19970907 19920611 i
19991226 19920611 75
19950415 19920820 28
19951112 19920820 20
19960121 19920820 85
19970316 19920820 11
19970525 19920820 81
19970803 19920820 98
19950902 19920924 30
19960818 16920924 45
19980125 19920924 4
20000305 16920924 59
19930909 19930422 55
19951216 19930422 32
19960505 19930422 80
19980510 19930422 62
20000827 19930422 45
19950902 19930701 77
19960330 19930701 26
19960818 19930701 62
19970629 19930701 94
19981206 19930701 3
19951216 19930909 23
19960505 19930909 25
19961201 19930909 98

Table A3: InSAR pairs with perpendicular baseline < 100 meters

221

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Scene 1 Date  Scene 2 Date Perpendicular

(yvyyymmdd) (yyyymmdd) Baseline
(meters)
19990808 19930909 49
20000827 19930909 10
19951112 19950415 48
19960121 19950415 57
19970105 19950415 89
19970316 19950415 17
19970525 19950415 53
19970803 19950415 70
19960120 19950520 4
19960121 19950520 95
19970105 19950520 63
19970525 19950520 99
19970803 19950520 82
20000305 19950520 44
19960818 19950902 15
19970629 19950902 17
19980125 19950902 26
19981206 19950902 80
20000305 19950902 89
19970907 19951007 88
19991226 19951007 14
19960714 19951111 22
19970209 19951111 45
19970907 19951111 80
20011125 19651111 53
19960505 19951216 48
19980510 19951216 94
19990808 19951216 72
20000827 19951216 13

Table A4: InSAR pairs with perpendicular baseline < 100 meters
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Scene 1 Date  Scene 2 Date Perpendicular
(vyyyymmdd) (yyyymmdd) Baseline
(meters)
19960121 19960120 91
19970105 19960120 59
19970525 19960120 95
19970803 19960120 78
20000305 19960120 48
20000618 19960120 33
19960818 19960330 38
19981206 19960330 23
19960505 19960504 98
19961201 19960504 25
19990808 19960504 74
19961027 19951008 48
19970316 19951112 31
19970105 19960121 32
19970525 19960121 4
19970803 19960121 13
20000618 19960121 58
19961201 19960505 73
19990808 19960505 24
2000827 19960505 35
19970209 19960714 23
19970907 19960714 58
20011125 19960714 75
19970629 19960818 32
19980125 19960818 41
19981206 19960818 65
19990808 19961201 49
19970525 19970105 36
19970803 19970105 19

Table AS: InSAR pairs with perpendicular baseline < 100 meters
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Scene 1 Date * Scene 2 Date

Perpendicular
(yyyymmdd) (yyyymmdd) Baseline

(meters)

20000618 19970105 26
19970907 19970209 35
20011125 19970209 98
19970525 19970316 70
19970803 19970316 87
19970803 19970525 17
20000618 19970525 62
19980125 19970629 9
19981206 19970629 97
20000305 19970629 72
20000618 19970803 45
19991226 19970907 74
20000305 19980125 63
20000827 19990808 59
20000618 20000305 81
19960714 19920611 57
19970907 19920611 1
19950415 19920820 28
19970525 19920820 81
19970803 19920820 98
19950902 19920924 30
19960818 19920924 45
19970629 19920924 13
19960505 19930422 80
19980510 19930422 62
20000827 19930422 45
19950902 19930701 77
19960818 19930701 62
19970629 19930701 94
19951216 19930909 23

Table A6: InSAR pairs with perpendicular baseline < 100 meters
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Scene 1 Date Scene 2 Date Perpendicular

(yyyymmdd) (yyyymmdd) Baseline
(meters)

19961201 19930909 98
19990808 19930909 49
20000827 19930909 10
19960121 19950415 57
19970105 19950415 89
19970316 19950415 17
19970525 19950415 53
19970803 19950415 70
19970525 19950520 99
19970803 19950520 82
20000305 19950520 44
20000618 19950520 37
19960818 19950902 15
19970629 19950902 17
19970907 19951007 88
19991226 19951007 14
19970209 19951111 45
19970907 19951111 80
20011125 19951111 53
19960121 19960120 91
19970105 19960120 59
20000305 19960120 48
19960505 19960504 98
19990808 19960504 74
19961027 19951008 48
19970105 19960121 32
19970316 19960121 74
19990808 19960505 24
2000827 19960505 35

Table A7: Similar season InSAR pairs with perpendicular baseline < 100 meters
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Scene 1 Date Scene 2 Date Perpendicular

(yyvymmdd) (yvyymmdd) Baseline
(meters)

19970907 19960714 58
19970629 19960818 32
20011125 19970209 98
19970525 19970316 70
19970803 19970525 17
20000618 19970525 62
20000305 19970629 72
20000618 19970803 45
19991226 19970907 74
20000305 19980125 63
20000827 19990808 59
20000618 20000305 81

Table A8: Similar season InSAR pairs with perpendicular baseline < 100 meters
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Scene 1 Date Scene 2 Date Perpendicular
(yyyymmdd) (yyyymmdd) Baseline
(meters)
19960714 19920611 57
19970907 19920611 1
19950415 19920820 28
19970525 19920820 81
19970803 19920820 98
19960505 19930422 80
19980510 19930422 62
20000827 19930422 45
19960818 19930701 62
19970629 19930701 94
19970525 19950415 53
19970803 19950415 70
19970525 19950520 99
19970803 19950520 82
19960505 19960504 98
19990808 19960504 74
19990808 19960505 24
2000827 19960505 35
19970629 19960818 32
19970803 19970525 17
20000618 19970525 62
20000618 19970803 45
20000827 19990808 59

Table A9: Dry season InSAR pairs with perpendicular baseline < 100 meters
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